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THE MISSION OF AGARD

The mission of AGARD is to bring together the leading personalities of the NATO nations in the fields of science and
technology relating to aerospace for the following purposes:

- Exchanging of scientific and technical information;

- Continuously stimulating advances in the aerospace sciences relevant to strengthening the common defence posture;

- Improving the co-operation among member nations in aerospace research and development;

- Providing scientific and technical advice and assistance to the North Atlantic Military Committee in the field of
aerospace research and development;

- Rendering scientific and technical assistance, as requested, to other NATO bodies and to member nations in
connection with research and development problems in the aerospace field;

- Providing assistance to member nations for the purpose of increasing their scientific and technical potential;

- Recommending effective ways for the member nations to use their research and development capabilities for the
common benefit of the NATO community.

The highest authority within AGARD is the National Delegates Board consisting of officially appointed senior
representatives from each member nation. The mission of AGARD is carried out through the Panels which are composed of
experts appointed by the National Delegates, the Consultant and Exchange Programme and the Aerospace Applications
Studies Programme. The results of AGARD work are reported to the member nations and the NATO Authorities through ." " ]
the AGARD series of publications of which this is one.

Participation in AGARD activities is by invitation only and is normally limited to citizens of the NATO nations.
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PREFACE I

Advanced manned and unmanned air-vehicles have to comply with sophisticated performance requirements. For this
reason, the corresponding guidance and control systems are becoming increasingly complex. In addition, modem manned
and unimanned weapon systems are assuming an increasing tactical/operational importance and dcmand higher percentages
of the relevant budgets. Procurement agencies are thus faced with the problem of rapidly increasing costs for urgently needed

- . systems. If this trend continues, new systems will not be affordable in required quantities.

On the other hand, considerable progress has been made in relevant technologies: signal-processing (hardware and
software), low-cost sensors, means for positioning and updating, etc. Further advances can be expected in the future.

- - For this purpose, the Guidance and Control Panel is directing its efforts towards the application of available technology
to the design, operation, maintenance and testing of cost-effective and affordable guidance and control systems.

In order to perform this objective, the symposium has been arranged as follows: cost -effectiveness models; system
configurations and design tools; low-cost guidance and control sensors; computational techniques and data processing:
reduction of development and support costs; examples of cost-effective achievements and approaches.

The symposium concluded with a Round Table Discussion in which Panel members, speakers, and other attendees
participated.

Les v~hicules a~riens, pilot~s ou non, doivent se conformer ii des exigences complexes de performance. De cc fait. les
systbnes corrcspondants de guidage et de pilotage deviennent de plus en plus sophistiqu6s. En outre. les systimes darmes.
pilot~s ou non, rev~tent une importance grandissante aux plans tactique et operatiornel. et rcqui~rent, des budgets
appropries, des pourcentages plus 6&ves. Les organismes charges de leur fourniture sont done confront~s au problme d'un
accroissement des co~its pour des systimes dont la nicessiti s'impose avec urgenee. Si cette tendance se poursuit. il ne sera
pas possible de se procurer les nouveaux systi~mes en nombre suffisant.

D'autre part, des progr~s consid~rables ont &6 ralis~s dans les domaines tchlnologiques concernis: traitement des
signaux (mat~riel et logiciel), detecteur de cofit modique, moyens de positionnement et de misc ii jour. etc. On peut
escompter quc d'autres progr~s seront r~alis~s At l'avenir.

Dans cc but. le Panel de Guidage et Pilotage centre sex efforts sur V'application de la technologie existante ii la
conception. au fonctionnement, ii la maintenance et aux essais de systi~mes de guidage et de pilotage presentant un rapport--
cout-efficaeiti satisfaisant ct accessible aux usagers.

Pour repondre a cet objectif, le symposium a 6ti divise suivant difft~rents thimcs: modclcs de coilt-efficacitii;
configurations des systemes et instruments conceptuels; ditectieurs de coat modique pour le guidage et le pilotage-,
techniques de calcul ct de traitement de donnces; reduction des coitts de %outien et de d&velo_-ppemcnt; exeniples de
realisations ct d'approches presentant un rapport cot~t-efficacitc satisfaisant.

Le symposium s'est termine par une 'Table Ronde" it laquelle ont pris part les menibres du Panel. les conferenciers et. -

les autres participants.
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TECHNICAL EVALUATION REPORT

by

C.Baron, M.Sc.
Head, CM (s) I'SAS

Room 221 Ministry of Defence 0
Savoy Hill House, Savoy Hill

London, UK

1. INTRODUCTION

The 39th Symposium of the Guidance and Control Panel of AGARD was held at the Altin Yunus Hotel, c.eme, S
Turkey, from the 16th to 19th October, 1984. The Programme Chairman was Mr U.K.Krogmann of Bodenseewerk,
FRN-EN, Uberlingen, Federal Republic of Germany. The meeting was attended ty upwards of I 10 people. among whom
the US, UK, FRG. France and the host nation Turkey had relatively large and roughly comparable participation: 12 nations
in all being represented.

2. THEME AND OBJECIVES

The steady and universal increase in defence equipment costs documented in the Keynote Address was relatively easy
for national economies to bear in the period of high economic growth following World War II. but more recently, lower
growth has brought increasing difficulty for most nations even to maintain forces at current strengths. Conscious as they were
of the urgent need to tackle this most important problem, it was nevertheless a bold step by the Guidance and Control Panel
to organise this symposium, for the drive to reduce costs is mistakenly regarded by too many in the scientific and technical
community as an unwelcome restraint on progress. The part played by this meeting in dispelling this impression must have
been sufficient justification in itself. It is easy to show that if participation in the conference generated a single idea capable of -
saving 1% of the cost of a major defence programme, that saving could exceed the total cost of the symposium by two orders
of magnitude.

The theme of the meeting was stated by the organiscrs as "the application of available technology to the design.
operation, maintenance and testing of cost-effective and affordable guidance and control systems". It was particularly
appropriate that this theme was thus developed in a country with a strong interest in low cost equipment. In addition a
Special Session was organiscd, at the request of Turkey, on 'Strapdown gyros and accelcrometers'. Awhich was highly 
appreciated by the Turkish participants; since it was not part of the symposium, however it w% ill not be further referred to.
here.

3. TCI INI(AL CONTENT

The meeting opened with an Address of Welcome by Col Kaya of the lurkish Air Force, who cniphasis d his nation's
interest in. and welcome for the meeting. This was followed by the Keynote Address, given I , the %riter. which sought to
establish beyond doubt the vital need for adopting all possible means of reducing costs, including Iaricssing technological
innovation for the pirposc.

Session I Cost effectiveness models/systems configuration and design tool.
*: ,,... In thc irst papcr (I) flutter showed that. si ce maintenance accounts or hv far the Lrtt I" ipirtion of life ycl s

costs, much thought. and if necessary extra cost, should be given in the dcclopmcntl phase to rcduciing maintenance costs.
Reviewing the various aspects of flight control system design, he indicated several approaches io arhies c this,. his sias a
well-presented and thoughtful paper which gave the conference a good starl aol prookcd slo' .i, Is% c disusion %% hich
emphasised the need to avoid unnecessary over-specification.

Given the very sside range of costs of inertial navigation systems. dpt ii iit'i e Wll II 1
, I Cilil C I t Ili lie

pos~sible to design a Ceape'r s ,,teni oveall by augmllenting IN informati insith d~I it omol ;li will, lll kiih si ,ut'Ce. sut :i '

magnetic or I)oppler I .avoipicrrc (2)introduced a formalicd tc hnqii, fIl lrit,,l!,s i , i.li ,,iinn. I ,,h usi i
charts rclating vrtoi nitnc.t parameccs to coit and allowing the il lic i In ira thr it I t ilt.' k ciii nsll os ito lie

acC olinted i r.
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Hamlin (3) also dealt with navigation systems, though on a broader basis, giving an interesting t c% iew of the options and
their cost implications, while warning that breakthroughs in this well developed field :,ecm unlikely: the most notable recent
development had been the considerable improvement in inertial sensor reliability arising from the introduction of laser
gyros.

In the unfortunate absence of the next scheduled speaker, Mr M.A.Ostgaard, Chief Scientist. AFWAL/FIG, Wright S
Patterson AFB, Dayton, Ohio, USA, nobly volunteered to speak on a related topic. His many f iends were less than
surprised to find that he happened to have a suitable set of vugraphs with him. Since his presentation was impromptu it is not
reproduced in the proceedings and a more detailed resum6 is therefore given here. Ile gave what was essentially a report of
progress in several Flight Dynamics Lab programmes in the system integration and flight control field. At present the pilot
has the task of integrating the many sub systems in the aircraft, notably flight control, propulsion. fire control and navigation.
leading to his being overloaded, particularly in crucial combat or failure situations, with adverse effects both on capability
and safety. The experimental Multi Function Flight Control Reference System (MFCRS) installed in an F I5A aircraft is one 5
step being taken towards greater integration, aiming to replace the separate inertial sensors of the navigation, flight control.
and fire control systems by an integrated set meeting all the separate requirements. The system is based on two sets of three
skew-mounted ring laser gyros, whose reliability is largely responsible for a 2 1 % projected reduction in life cycle costs.
Other advantages are reduced weight (by 25%) and volume, 80% improvement in survivability and 50 1. in reaction time.
The system is now installed and in flight test. The two gyropacks are separated for survivability, one being placed close to the
radar to minimise foresighting errors, and the other behind the pilot's seat. This displacement, under bending of the fuselage,
had caused discrepancies making it necessary to raise the trip levels registering disagreement of the sensors. so as to reduce
false alarms in redundancy management; however, it had been demonstrated that faults would still be correctly identified and .
isolated. Flight tests had shown acceptable flight control at low dynamic pressures, but low damping was evident in all three
axes on going to higher dynamic pressures; this will require the introduction of a better structural model. So far the
conclusion is that the concept is very promising but the system needs more detailed development; reliability in practice had
been impressive. The second programme described as the application of the ADA high level language to the F 15 digital flight
control system, sshich has reached 35 k ft and M 0.9, to 50 k ft and M 2.2. The system is a simple replacement of the original
analogue computers by digital computers. in fact Zilog Z 80 0 2's. In comparison with floating point assembly language it had
been found that either Pascal or ADA required a memory expansion by 1.30, and time expansion by 1.1(0. However.
programming hours required were in the ratio fixed point assembly language 1.0: floating point assembly language 0.4: ADA
(.2. Thus in both of the programmes described, key stages on the road to greater system integration were shown to offer real
cost benefits.

The next two papers (Habayeb, 4 and Amoia and Somma. 5) both described somewhat academic approaches to the
estimation/calculation of system effectiveness. The latter paper, delivered by Somma raised the interesting question of
reliability estimation where the order in which internal failures occur may affect the outcome, and showed how to account fol
this.

In a return to the practical, Murgue and Evrard (6) jointly described the design of anl air-launched laser guided
glidebomb system for the attack of missile launching fast patrol boats. A particularly interesting featupc was the extent to
which designers had succeeded in interacting with the French Air Staff to ensure that the requirements were adjusted to
allow the most cost-effective solution; a situation envied by many equipment designers in the audience. The presentation %%as
illustrated by films showing the aircraft displays in operation, and the successful flight trials b lite bomb. ,

The next presentation (Capitano. 7) was an object lesson in how not to address a multi lingual audience, the rate of
delivery making interpretation impossible, and there were far too many slides. To those understanding English, however, it
was an impressive and indeed scintillating talk. Asserting that the large proportion of defence budgets currently devoted to
spares provision could be reduced by a factor of four by manufacturing techniques to improve reliability, he went on to show..
how to do it. The key elements were high thermal and vibrational stressing at the lowest possible level of assembly. intensive
use of diagnostic equipment (electron microscopes etc) to detect component failures and find their causes, and effective
feedback. Asked the cost of the diagnostic equipment required he said it was considerable but well justified by production
cost savings: however good staff to operate it - "electronic pathologists" werc very scarce.

In the last paper of the Session, Shapiro (8) described tie fiinial implemcnt:ition of Design -to-Cost (I)TC)
methodology to the development of D~oppler navigation equipmntt. Ini addition to the necessary organisation procedures.
Computer Aided E'ngincering (CAE) was shown to be an important aid. An activc discussion period clearly demonstrated
the intcrest aroused by this paper. Attention focussed on the costs and benefits of impleenting suh a system it was stat-
that it had taken a year of interchange with the customer ito establish the cost and perfoi miance requirements, after s hich it .

procedure had probably added 3(Y'I,% to the development time, but against this it ws estimated that there had resulted Ill"
reduction in unit production cost. 'Ihe CAI: system used had been a fairly simple one which had taken about 4 months t,, o, -
into action, bill the author would now advocate a more advanced system shich Ili c'a inateil oight coIt I - 1 .5 M S and
vothich w,,uld take 6-- 12 ntiiths to implement; one of his colleagues however tIl. ight the cost inight be di nubled, but boh %.
agreed that this wou l be well worth while provided it wits used with the I)'I (" C thIiit dolsgy rilI t Stress was laid oll th
beIef it arising fron t le stimllatiion of continuous interact io li between custioiet i fi) , ic% clp ti uli tire that requi i cmen '
were agreed x. hich would lead to It he liwest cost equipment capable if satist Nill, Ow opl ill toaln:il iced.

%S'sstin II - L.ow cost. high relIahiliy aId"ancc at14 conrol sntn rs
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sensors. First, Resseguier (9) described a miniature inertial navigation system for missile mid-course guidance. with low cost
and volume and quick reaction as the prime features. Aiming to reduce inertial components to a minimum and compensate
for resulting imperfections by computing, the system was based on the use of three ingenious 2-axis dry tuned rate gyros
from which, by displacement of the centre of mass from the axis of rotation, linear acceleration could also he obtained. Mark
(10) then described a technique for greatly reducing the cost of testing ring laser gyros, in which quantisation noise normally .o
dominates the random walk errors, so that measurement of the latter requires very long observation periods. The fast filter
method described can reduce this time from 3 hours to 2 minutes and is considered to give more reliable results.

Conflicting requirements have hitherto prevented the application of the valuable characterisics of the gas bearing to dri.
tuned gyros. Beardmore (I I) showed how the difficulties could be overcome by clever design to produce a gyro with good
intermediate range performance at low cost. The design is believed capable of extension to IN system performance or to even
smaller size. in answer to questions it was stated that speed adjustment is used for tuning, only a narrow range of adjustment
being necessary with electronic compensation. In the next paper (12), given by Salaberry, an alternative approach to low cost
mid course missile guidance was described, in using three ring laser gyros and three accelerometers in an orthogonal
strapdown configuration with mechanical dither. The paper demonstrates the widening application of laser gyros, and
speculates on future advances. Another ingenious approach to navigation, this time for helicopters, was presented by Chaix
(13); the outputs of a 3-axis magnetometer are resolved by a vertical gyro and combined with doppler ground speed. making
extensive use of a computer for resolution compensation and calibration. This demonstration of how a set of well recognised
elements can be assembled to give a new, elegant and low cost solution aroused considerable interest, discussion centreing
on the ease of flight test calibration of the system, the extent to which its use may be limited to areas of known magnetic
variation, and possible future improvements.

This was a session of considerable interest which showed that designers in the navigation field are well aware of the
need to reduce costs, and are responding with expertise and ingenuity.

Sesio Ill - Computational Techniques and Data Processing

The first paper of this session (Benoit 14) described an investigation of modified air traffic control procedures to
provide greater aircraft fuel economy. Simulation and in-flight experiments showed considerable promise 'f accuracy f
control of time of arrival, hence less fuel wastage in the terminal area, combined with economy ip the cruise and descent
phases. The paper gave rise to a number of questions.

The previous presentation having shown that lack of knowledge of the wind profile over the aircraft trajectory remains a p
major limitation to achieving better economy. it was appropriate that the next paper (Onken 15) should tackle this question.
and it was tackled convincingly. The technique described uses known theoretical wind models in sshich the parameters are
refined by Kalman filtering, using data measured in the aircraft and at the landing site very good results had been atihiced in
flight tests, with satisfactory prediction ahead of the aircraft.

The redundant sensors of a fly-by-wire flight control system are a potential source of highly reliable intomation. and
Snell (16) described how this could he used to provide a measurement of aircraft attitude. Originally conceived as a
replacement for standby instruments and their displays, it was shown that, in combination with a 3-axis magnetometer (ref •
paper 13) it could also yield dead reckoning navigation, with potential for combination with either terrain matching or t"l'S
Navstar at lower cost than IN.

hi a thoughtful general paper (17), Price then reviewed the impact of Very Large Scale Integraled Circuit tcchnolog on
the system design process and its costs, and showed how Artificial Intelligence and similar techniques may come to be
applied. Surprisingly, the paper. which might have been expected to give rise to debate, proivoked none. presumably for lack
of experts in the audience. By contrast, the next paper produced more discussion than any other. Basing her argument on
projections of expanding requirements for software and increasingly severe shortages of software engineers into the I ')""
Anderson (18) considered that the AI)A language alone cannot solve the defencc software problems. and advanced the
potential of rcuseable software components as a further aid. Itigh software prodwtivit% in Jap;, )" %s already said to be
making considerable use of it, based on catah gui ng and retriev al facilit ics w hich iias bc automated t]or even I xpert S% %I ". "
in themselves: the potential for development along these lines is evident. I)iscussion ranged orcr the )OD's plans n the I.
the need for standardisation, the differing approaches in the US services io standard Al )A environments and compilci ,, "
the problems which arisc from the prtdutction of requirements and specificalion, b, pcopic ss.ho do nIoit under,tand sollt% .'

technokgy, giving risc to unreasonable demand% for software and incrcasin' lint %wrl;ic if st;C engineer.

In onc oft he few papers not directly ained at cost reduction. Reilly (I Q) dc'libtcd a dilt ibiilcd dtla bas il anagcmcll
systen, ainied at reliable and survsable operation in naval vessels. hough cost I', liotc cs. i t mti;1 \\,..l be lic chcipt , c'.
Of achieving tic high stu r ivability aimed at.

[his session w4% i ire a collection of interesting and diverse paper% t1;il1 a coheilti ippin iI lI I i n the sessinll liii

Smsion IV - Reduclion of l)evelopment and Suppofrl (osts.

I lie ic if si inila it in i reduce developmetn t and flight test co,,t, has I" tl. , ip, I'c-i il,, , i. p l wlI hs. I ,. I .1 .11 1

I
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the guided weapon industry than any other for many years. Gauggel (20) reiewed the arguments and experience and
described some recent advances relating to infrared AAM development. In the aircraft field simulation is just as valuable and
Helie (21) described its use for optimising the pilot-cockpit interface in the contcxt of the rapid advance of electronic display
and controls.

Standardisation is a powerful tool in cost reduction efforts and it must have come as a surprise to many not working in
the field when Henne (22) revealed the total lack of standardisation (hence total confusion) of the interface, between aircraft
and their many types of weapon; he described the USAF efforts to introduce a standard ( II -ST)- 1760) to rationalise tlls.
situation.

Session V - Examples of Cost-Effective Accomplishments and Approaches

Terrain following is a very necessary but, in its normal form. very costly technique for attack aircraft penetration. An
inexpensive method of achieving it. using a pre-stored flight altitude profile, was described by Schwcgler (23). The system
had been flight tested at operational speeds, but the crucial details of the ground clearance achieved were not revealed.

In the next paper (24) Brunner described the use of wing-mounted pressure taps as a means of sensing lift coefficient
for the control of STOL aircraft at low speed, where control by speed is undesirable. Promising resulis had been obtained
and further work is proposed, including, as suggested in discussion, measurement of sideslip by a fin-mounted sensor.

As demonstrated in several papers in this symposium, a good approach to affordable systems is to integrate sub-
systems designed to make full use of information available elsewhere in the system. Paper 25. prescnted by Towler,
described a simplified inertial navigation unit designed to take advantage of information available from a wide variety of
other sensors, particularly Doppler or GPS-Navstar. Interest in the discussion centred on the well known -erranti technique
of carrying a temperature model of the system to avoid the need for thermal stabilisation and facilitate rapid alignment.

The final paper (Gloerud. 26) described the integration of the Penguin Mk 3 missile guidance and control system using S
6 standard microprocessors connected by a high capacity data bus. It clearly demonstrated the advantages of this approach
in reducing development time and cost. The question and answer session ranged over the performance of the alignment
system, software design and computer characteristics.

ROUND TABLE DISCUSSIONS S
Finally an active general discussion was aimed at crystallising the lessons of the confecrnce. Fle %cry wide range of

costs of gyros was noted, and it was pointed out that this is not just a matter of design. but for a given t. pe depends strongly
on the specification to be met. However system cost depends very much on how the inertial instrumcntsi are configured. and
there is much scope for ingenuity here. The trend seems to bc to"ards fully integrated systems whrc the same sensors.
together with standard data buses and distributed computers. supply the needs of the entire guidance and control s% stem.
Doubts were still expressed, however, concerning the basic conflict of rcquircmcnts bet ecn the Ilight critical system's nccd
for reliability, simplicity and transparency, and those of. for example. navigation for high accurac. this may bc reflected in b
high costs in verificatim and testing. Clearly no one approach is likely to mect all needs.

More and more of the rising costs of defence equipment is beirn devotcd io softsare. and in Lencral. wherc both
hardware and software solutions are available, software is usually much cheaper. Ntevcrthclcss the nccd to devote attention
to reducing software costs is very clear. Standardisation of high level language and data huses are beginning to make an
impact, and reuseable software should help in the future. Software engineers however are seldom clohly aware of the real . .-

system needs, and system engineers have a heavy responsibility for cost reduction. (cnerally speaking, the structure of the
procurement process imposes too many agencies between the customer and dcsigncr. The initi:l statmcnent of a requirement.
by the nature of things. always involves uncertainties as to -hat is really needed, and what the cost implications are. There i,
therefore a need for easy, rapid interaction between customer and dcsiner to achieve the best compromise betwcen 2.

performance and cost. -very error, misconception and omission rcnovCd from : ,,pccitication or statcnent of requirement
represents a cost sing.Therc is however a potential difficulty if custers and designers, arc to be c,,cl coupled to

achieve minimum cost. namely how to reconcile competitive bidding %,ith such a proccss'.'

Finally the Symposium Chairman summarised the conclusions of tile mccling thus: 9

Operational icqnircincnts must be very carefully prduLCd;.
Frequent modifications lust be resisted unless very strongly justified:
('o-operation between specifiers and designers is esscntial at .rl It• .. ,l , . In, cepecially . ' il Il' pir s :---

More effecltiv collablration is inevitable, slarting with the ,shiarint, 11 dh ,'.hpicht cost"
(onsidcration of salcability is always important;
No matter how snart our systems becom, numbers rclain nil' i . tht IhOe 11nkut. In ,!eet'cs Imu,.st rCplia. c

thinking in financial vcars-

and high lilafh v ctionceting is morc than ccr siial.

I
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4. AUDIENCE REACTION

Interest in the symposium was demonstrated by a consistently high attendance which was maintained to the end. As

rA usual, questionnaires requesting views on the meeting were issued to participants, but only about I in 6 responded, leasing
doubts as to howv far the replies received can be taken as truly representative. Responses to the initial question may be
summarised as follows:

Good Average Poor

al. Quality and relevance of papers. sessions and questions 9 ~ 0

a2. Did the papers support the theme? 5 11 0

More Less
than Yes than

a3. Did the symposium live up to your expectations? 2 9 5

In answer to the more general questions, there was satisfaction with the technical content. but some disappointrmntl t11A
the user voice was not represented. either in the papers or the audience. The critical needs for R & 1) were felt to be in
improving software engineering, making progress with VLSI/CHSIC. and increasing reliability and maintainabilit',. Majo r
challenges and unresolved problems for the future were stated as all round cost reduction, better stantdardisation and becter
statements of user needs and requirements. Asked what further action N AT()and AiA RD should take in this area. set erlii
suggested the promotion of standardisation. while two suggested returning to thle topic inl 5 \earN time.

5. TECHNICAL APPRECIATION

The keynote speaker emphasised the importance of using every possible approach ito the iredulction of costs. and ti,
was reflected in the wide variety of topics addressed in the programme. Nevertheless there were somec important omission,
Absence of a user contribution has already been referred to, and there was also at lack of papers, deal ing comprehecns I %ei
with cost reduction in the design and development of major systems, a point fuoted by seteral of thise responding to tile

- -questionnaire. Perhaps the paper by Gloerud came nearest to this, and certainly if it is taken together vwith previou%

presentations onPenguin (eg Brodersen, Proc 36th GCP Symposium. May I1983) opcc~~ itr oClr!_'
number of papers addressed general approaches to the subject. of sshich those on design-to-cost (Shapiro). reltalitt
improvement (Capitano) and software engineering (Anderson) were notable.'the widc range of papers on ]itts cost desrert iii

guidance and control, mostly at the sub-system or component level, were generally of a high standard oif technical inlterest
An excellent effort to fill the gap in between was made by Ostgaard. in %%hil mnay very r egretabl% hasve been his fare%%cii
appearance, and it is unfortunate that his paper cannot be included itt these proceedings. Another paper at this letci. thatl 1,\
Murgue and Evrard. provided an object lesson of interaction bet" een user and designter to meet user n~eed atl minimium er
underlining the necessity of that interaction as a vital contribution ito the cont rol atnd red uct ion of delecnee equipment L osts

6. MILITARY POTLENTIAL.

'[here can hardly be at topic which should be of greater interest to the mitiiark set vices thani the subject of this
- .. s~ympo sium. an, it is astoniishing that there was so little military participation. Sine soine ot f ie most v aluable commenti

relative to the part the user nmust play if lower costs are to ble oibtainecd cameI in a tlt diseuItIns,01 and can not be full\ repol I]

here, an important opportunity has been lost. I lowever if the point can be risterced thait therk: is a strong feeling In (tie

technical comma n~lit - that at more flexible approach to operatiottal requirements and %pcfi hcatlos thirough interactionl
betsselen user and designer calli ake at major et ntribut ion to reducintg cot is. there %kill be at basis for real progress. III

addition, Ithese proceeditigs call bie recommended to the militarN staf,llt thecir kleiicatioi of t ass ic %ariet\ oft approa~cicto~

the achicvenittt of efkctisca.nd affordable systemns.

7. PRESEN I As IION ANt) ADMINISTRATION

Not many' coi ercrnees can have givetn rise to so few comtplainIts.] lie fat iIlii I Itid ais~it,inec pr tsded b h Ile Ill ti

cotuntry. Tuke. %%ere excellent, ats was the AGARI) organ, ltn 1wlrlrtmc('tmte ~daiihults i t
together a cohem ,'it programtme, given the nature of tile topic and the di erst\ o ile p1-ipti s. hittl ,t(Ile: 5 hole fihe\

suicceeded. It \\;is, evids it that attention had becn paid toi pel %iad't~ contlI nltitI is to spcik cI, is indl not t ot fist. ;liti 1 In

were very few \s t caused the interpreter any difficulty. Visual aids were pgetiaily ittd.miid :I miiic ue f tile I reaich
speakers had Ithougihtflly~ piiuvided slides with 1-.nglish tor bilintgual calpilisl. at tnitli cs~ ss huh those. speaking ill I t101s1i

should cottidtt I it aning in the i .'.... 'ih coniferetnce had the great ail ilitet ohhi mitii it cipants ina Inigl' i1t, .1.

facilitating techtrilandit social interactiont ltiotlghotut.

S. RI('OM1l'-NI)A] IONS
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progress is made in the future, the problem of the high cost of military systems will not go away, and it is therefore
recommended that a further symposium on the subject should be considered in about 5 years.

It may also be noted that a number of participants in the conference recommended increased NATO effort towards
standardisation, though this is not a field in which AGARD could be expected to play a major role.

Finally it is recommended that steps be taken to acquaint NATO military staffs with the conclusions of the symposium.

.....-
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REVIEW OF MISSION VERSUS COST REQUIREMENTUS

AND TECHNICAL ISSUES

by

C.Baron
Head. CM(s) I/SAS

Room 221 Ministry of Defence
Savoy Hill House, Savoy Hill

London, UK

Very probably everyone in this audience would agree that we have a problem in the rising -

cost of aircraft, and, of more direct concern to us, of guidance and control systems; in -
the first part of this talk I will be discussing this problem in general terms, drawing
heavily upon a paper by Kirkpatrick and Pugh (Ref 1). I hope I shall succeed in
convincing at least some of you that the problem is more serious even than you think.
I shall then briefly refer to a couple of examples of weapon system developments in
which I have been personally involved, and try to draw lessons from those particular
instances which bear on the subject. Then finally I shall come back to general
principles and point to a route which, at least in some instances, may get us out of
our basic dilemma, that of seeking more fighting capability but not being able to pay
more for it.

The rise in combat aircraft costs is not just a recent phenomenon, as many people
think; Fig 1 shows that it has been going on almost since the start of military
aviation; this refers mainly to British aircraft, but the inclusionof a number of
US types shows that the trend is basically the same on both sides of the Atlantic.
The diagram plots unit production costs, compensated for inflation, as a function of
time. Cost escalation is not just a thing that applies to aircraft, or a few similar
types of system. As this table from Sy Deitchman's excellent book (Ref 2) shows, it
happens over a wide range of weapons and systems, and it seems reasonable to assume that
very little operational military equipment is not involved in inexorably rising costs.

ANNUAL REAL GROWTH OF UNIT COST, PER CENT

Infantry AT 13

Tank 11

Destroyer 9 .

Aircraft 8

Aircraft Carrier 6

There is of course a natural human tendency to assume that it is the other fellow who
has the problem, not ourselves, and I have spoken in the past as much as most people I
suppose about the rapidly reducing cost of solid state electronics and computing,
always foreseeing a more advanced and even cheaper stage ahead. Fig 2 shows what has -
really been happening; we see that for both all weather and VFR aircraft avionics the
annual cost rise is about the same as that for aircraft as a whole. Why is it that we
have not done better than this, in view of the advantages we have had? The answer, I
think is that we have been encouraged to use, for example, the spectacular reductions
in computer hardware costs to seek improvements in performance, not cost reductions;
and in doing so we have developed needs for better or additional sensors to feed them,
for better or additional actuators etc to use their increased outputs, and of course
for mountains of software.

Kirkpatrick & Pugh have pointed out that this phenomenon of rising defence equipment
cost arises from the operation of positive feedback in the procurement process. Fig 3
depicts the first and most obvious example - when two nations or power blocs see each
other as potential enemies, each new aircraft on one side, Red, say, is seen as a threat
by the other, forcing a technology advance to meet this threat which is seen as being ;o
vital that the cost of achieving it becomes a secondary, though still important factor.
The resulting new Blue aircraft stimulate the same process on the Red side and so a
positive feedback loop is established. It is important, I think, to point out that
although in this process one side or the other will get ahead for short periods, the
average over time is inevitably a drawn game, and the only ;teaiy trend with time is a
continual increase in cost to both sides.

Fig 4 shows four more vicious circles - on the production !;id,-, higher costs lead t('
simailer numbers being produced, hence lower Investment, le:c; loring and so ever
higher production costs. Similarly in the development proce;n, higher costs mean leoc r;
frequent projects, so bigger jumps in technology are needed. 1e.(-. frequent project:-
lead to decay of development teams between proj-ct with the result that they are lcs!o
able to cope with the advances in technology reqpilred, nod developnw,nt costs and tim,.:;
rise ever more steeply. And all this makes de-loinn-tnking more difficult, each
decinton gives rise to more and more studies, 1 rivo::t I at Ions and argunment, and the
procesn becomes ever more protracted and ever mor, 'ot itly.

'ri f't t -elIotIar I o Irrrirrr ° li . Ver ra..'. lii

1l1111 iiiich whirh' iity opptirli it ImIrirrt hie employrd, 0", i r tl r'1 11 rot r c muLsit tie t fir
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exercise of great care in laying down performance requirements. As Fig 5 shows, when a
new type of system becomes available, rapid improvements in performance are achieved at
first as more and more ideas and research are applied to it. After some decades,
however, more fundamental limits to performance are reached, as for example, the
limitations of materials and structural technologies are tending to set limits to the
speed of aircraft at low altitude. If now a performance is called for which is too
close to the limits of technology, large cost increases will arise, or the project may
even have to be cancelled. The problem of the Service in choosing the right level of
performance to specify is exacerbated by their having been accustomed, for decades
perhaps, to obtaining major performance rises with each new generation - moreover, in
complex systems it is not always clear Just where the limits will be.

To give you an example from my own experience, back in the 1960s, when high speed low
level aircraft began to be perceived as a threat, both the US and British armies
produced requirements for low level SAN systems, and developments were begun on both
sides of the Atlantic. The requirements were much too ambitious, however, and the
British system, called, PT428, was cancelled after two years, and the US Mauler after
four, in both cases because of rapidly rising costs and serious development problems.
Now I have to admit that I, along with other engineers and scientists, had gone along
with the Armies' requirements without protest, but at least with the cancellation of
PT428 I did, with a colleague, Mr J E Twinn, begin to think out what the real need of " "
the Army was, and we were able to evolve a proposal for a system which could provide an
effective low level defence with a unit cost almost a tenth of what PT428 and Mauler
had been expected to cost, and with lower operating manpower. We had great difficulty
in persuading the Army to accept our proposal, since it meant radically changing their
existing policies and performance requirements. Fortunately we succeeded in the end,
and our proposal became the Rapier system (Fig 6). which has been sold to the tune of
over 3 billion pounds in many countries, and for the invention of which, as the
Chairman kindly mentioned in his introduction, Mr Twinn and I recently received a major
MOD award.

Now the lessons I would like to draw from this experience are, first, that technologists
must play an active part in helping the Services to pitch their requirements so as to
yield equipments with the best compromise between performance and cost, and secondly,
that equipments designed for the lowest cost in conjunction with acceptable performance
can still be technically interesting. Rapier was a more original and innovative
design than either PT428 or Mauler, because we had a stronger incentive to introduce
new ideas to keep the cost and manning down.

For example we designed an unmanned pulse doppler radar which, at relatively low cost, -

automatically performed the functions of target detection and location, threat
assessment and identification, none of which had ever been attempted before.

For any equipment at a given stage of technology, the relationship between cost and
effectiveness is of the form shown in the upper curve of Fig 7. At the lowest cost we
have very simple equipments which are virtually ineffective, but then we reach a
threshold where effectiveness increases more rapidly than cost up to the point of
optimum unit cost effectiveness, beyond which the approach to the limit of available
technology causes rapid cost escalation. If we now consider the effectiveness of a -
force of equipments, there are two reasons why, for a constant total expenditure, it
is better to go for a cheaper equipment than that which gives optimum unit cost
effectiveness. This is because of the advantage of having greater numbers, both in
reducing unit production costs and in increasing force effectiveness.

One can well sympathise with the problem the Services face in pitching their
requirements so as to hit this maximum - if they call for too much performance, even at
the level of optimum unit cost effectiveness, they will get only a small number of
expensive aircraft. On the other hand, if they go all out for low unit cost they may
get a lot of cheap aircraft but their force is equally ineffective.

I remember one very clear instance of this, again from the time when I was much involved
with guided weapons system design. We were considering the design of a new naval air
defence system, and the Navy, having become very concerned with ri:;ing costs, had
decided to deal with this by specifying maximum cost figures for both weapon and system.
An argument developed about the threat the system should be designed to meet; the
scientists said that since it was by then well within the state of the art to design a
sea-skimming anti-ship missile, it was essential that the system should perform against
such a threat. The Navy, believing that this would lead to a design above their cost
limits, and being able to say that there was no sign of such a threat materiallsing,
refused to accept this and the system design went ahead without that capability. The
result was that when the threat did appear a few years later" very expensive
modifications had to be made to the system and the final coit was much greater than it
need have been.

Apart from this question of getting the requirements right, oth,,r methods of reducing
costs include international collaboration, export promotion, Improved production _ -

technology, and value engineering. In the aircraft fol-d v::sorilrlly fill the benefit
likely to be achievable from the first two has already lI''n ot o ,d, find while
undoubtedly the application of computers to production will -ti(tuint. to give benefits,
the small production runs dictated by modern aircraft c,,!0t; prevent the application ,(I
the capital investment needed fully to apply such tech,,,'s.
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Value engineering has already produced some substantial savings but may now have reached
the stage where further improvements will be smaller and more difficult to obtain. We
have to remember moreover that the long history of military aircraft has always seen the
constant incorporation of improved production and cost reduction techniques and yet that
8% per annum cost escalation has gone on without check. There therefore seems no clear
reason to believe that it will not continue. At beat perhaps we may be able to slow it
down; certainly we must put every possible effort into doing so. Perhaps the greatest
hope is the seriousness of the situation; most nations have now been forced to reduce
the size of their aircraft fleets, and the number of types of aircraft they employ, to
a minimum below which the viability of the air force comes into question, and even
holding the force at this level has required transfers from other areas within defence
budgets. Moreover the high costs of the now infrequent aircraft purchases throw serious
strains on defence budgets when they do occur; at its peak Tornado absorbed 18% of the
UK defence budget (Ref 3) and similar problems have been observable iii moat Western
European nations in recent years.

One possible way out of this situation may exist. Consider again the way in which
system performance increases with time as depicted in Fig 5. When a new type of system
is introduced, be it aircraft, tank, torpedo or whatever, improvements at first come
rapidly and cheaply; after a few successive generations, however, a law of diminishing
returns sets in, progress is only obtained slowly and at great expense; at this stage it
also becomes Increasingly difficult to achieve a decisive technological advantage over
an opponent, because both sides tend to be pressing closely against the same fundamental
limits. My ex-chief, lately Chief Scientific Adviser Sir Ronald Mason has graphically
described this situation as that of 'baroque technology', as opposed to new technology
when we are operating in the lower part of the curve. Suppose we could replace our
baroque technologies by new technologies, we would once again be in a situation to move
forward rapidly and cheaply; moreover we would be able to move away from the naturally
drawn game of the baroque technologies to one in which we would have a lead, enabling
us to dictate to the opposition and possibly impose upon him much greater costs than we
need expend ourselves.

This has of course happened frequently in the past in the replacement of sail by steam,
the horse by the tank, and so on. Consider the development by the Royal Air Force of
high speed low level aircraft attack techniques; it cost us a good deal in the
development of aircraft, navigation, cockpit instrumentation and weapons, but when cne
considers the enormous efforts the Soviet Union has had to put into low level air
defence, only recently culminating in AEW and look down shoot down interception systems,
there can be little doubt where the advantage has lain. Now would be about the right
moment to change again to a new technology, and it may be that we have It in the shape
of the cruise missile and similar systems, which have the characteristics to negate the
opposition's previous air defence efforts, and send him back to the drawing board again. .

It is important to recognise that new technology can only yield these advantages
provided it is allowed to replace baroque technology. One has seen, for example
satellite communication systems being introduced to supplement, but not replace, the
previous communications systems; new navigation systems are all too often added to the
aircraft cock%)!t, yet another complication for the over-worked pilot to master, while
none of the old types are removed, in the belief, probably mistaken, that more equipment
will yield better navigation.

There are at the present time great possibilities open to us in the applications of new
sensors, advanced signal processing and artificial Intelligence, to name a few out-
standing examples. If we merely employ these to add to the equipment of baroque
system types we will only contribute to further cost rises. If, on the other hand, we
are able to apply them to introduce new types of systems which make possible new
approaches to military problems we can not only reduce our own defence costs, but at
the same time, by taking the initiative from the opposition we may also increase the
strain on his resources. The scientific and technical community must work to counter
the forces of conservatism and vested interest which always tend to oppose new ideas.

One last point: the Western nations have all tended, to a greater or lesser degree, to
seek to employ sophist.cated equipment to allow them to reduce the number of people in
the Armed Service, conscription being unpopular in democracies. The UK in fact, has
done this more than most. The Eastern Bloc, on the other hand, has little difficulty in
keeping in being very large forces. If the cost of manpower increases in line with
inflation, while equipment costs rise 8-10% faster, this Western policy must become
untenable in the end.

It is therefore absolutely vital that we should all play our part in the effort to
reduce equipment costs, and to see that technology iS applied to reducing costs, and i!.
not allowed to become a reason for increasing them.
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A MORE EFFECTIVE RED AIRCRAFT

INCREASED THREAT ADVANCE IN RED
TO BLUELAND TECHNOLOGY

ADVANCE IN BLUE INCREASED THREAT
TECHNOLOGY TO REDLAND

MORE EFFECTIVE BLUE AIRCRAFT,.

HIGHER UNIT COST

Figure 3 Positive feedback causiing inctcasirlg aircraft cost
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Figure 5 T he danger oif specification hy extratpoli tior

Figure 6 The Rapier ground-to-air mi~sile defence sv~ttuin
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SOME ASPECTS OF HOW TO DESIGN COST-EFFECTIVE
FLIGHT CONTROL SYSTEMS

by
U. Butter and L. Botzler

MESSERSCHMITT-BOLKOW-BLOHM GMBH
Aircraft Division

8000 MUnchen 80, Postfach 801160
FRG

SUMMARY

The design of flight control systems for fighter aircraft is discussed with respect to
areas which contribute to minimizing life-cycle costs. As life-cycle costs include all
costs accummulating during the whole life of the system, all phases from the design to
in-service use are considered. Any structural and technological design features that are
introduced to save costs during system operation and maintenance require additional deve-
lopment effort. Therefore, the expected cost benefit has to be balanced against the deve-
lopment effort invested into the system to achieve a cost-effective design.

The paper is comprised of two chapters, with chapter 1 covering the sensor information
processing and chapter 2 covering the actuation system.

1. SENSOR INFORMATION PROCESSING

1.1 INTRODUCTION

Flight control systems are designed to fulfill given performance and safety require-
ments and to comply with aircraft specific boundary conditions. Apart from that, it is
the task of the design engineer to select from the various possible system configurations
and available technologies the most cost-effective solution.

Cost-effectiveness means: Minimal life-cycle costs at a given level of performance
where life-cycle costs include all costs accumulating during:

the design and development phase,
the production phase,

o the in-service phase, and
the post design and system upgrade phase.

I' should be noted that the performance and safety requirements have a strong cost
impact and should therefore be kept at a reasonable level. In the following, however,
performance and safety requirements are considered as fixed values which' are not further
discussed.

The design features of the system affect the costs in all phases in different ways.
Thus, it is necessary that the costs produced in the various phases are not considered in
isolation but as a whole in order to achieve an optimal design with respect to minimal
life-cycle costs.

1.2 COST FACTORS

The parameters which influence the production costs per system and the associated
aircraft costs are system size, weight, power consumption and environmental condition
requirements.

The costs, accumulating during the in-service phase, are determined by system relia-
bility, maintainability and testability.

The flexibility needed for modifications are given by system modularity, standardi-
zation and growth potential.

The development costs are a function of the complexity of tho selected solution,
which depends on the above mentioned features that are designed into the system. Apart
from that, there are computerized methods and tools that support the design and thereby'
help to reduce development costs. Z

1.3 DESIGN FEATURES

Integration of flight control with fire control and propul:lon control is support.
by the use of multiplex data busses for communication between the fliiht control system
and the avionics and utility systems. Also, data transmission within the fliqht control
system via a multiplex data bus offers a number of advantages:

M Nil Std 1553 B, for example, is a worldwide introduced standard. Standard test equip-
ment is available so that no special interface and no special test equipment must b-

developed.

A d ntl I ,t, q,. I., to onnflfl t It fI |,111t ( '.(,III rut culnl t wi th .ii 1, 'tI. t o l c nlt tI
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unit, has considerably less weight than conventional analog data links and thereby

helps to reduce total system mass.

Mil Std 1553 B is a command-response-system with high reliability and testability.

* Standardized interface makes it easy to exchange existing equipment against a new type
of equipment in the course of system upgrade and modernization.

In Fig. 1.1 the structures of a conventional and a data bus oriented flight control ..-
system are compared against each other.

Further to system structure, Fig. 1.2 a shows a flight control system which consists
of three separate subsystems (autopilot, command and stability augmentation system, spin --
prevention and incidence limiting system). By integrating the functions of the three sub-
systems into one set of computers (Fig. 1.2 b) it would be possible to significantly re-
duce size, weight and power consumption. Estimated values, taking the present system as
a reference, are given in the table below:

System Structure Size Weight Power

Conventional System 1 1 1
Integrated System 0,56 0,60 0,81

Beside that, 5 different Line Replaceable Units (LRU's) would be replaced by 3 LRU's
of the same type. This would require less spare parts.

Not always is system integration so straight forward with regard to weight reduction,
as is shown with the following example.

A study has been carried out to compare three different configurations of actuator
control as part of the flight control system (Fig. 1.3):

(a) Actuator control units installed in the rear of the aircraft fuselage with data trans-
mission between flight control computers and actuator control units via a Nil Std
1553 B data bus.

(b) Actuator control integrated into flight control computers.

(c) Actuator control units and flight control computers both located in the avionics bay.

Estimated values of size, weight, and power consumption, taking solution (a) as a
reference, are shown in .the table below:

Solution Size Weight Power

a 1 1 1
b 0,75 1,09 0,81 ,.
c 0,88 1,12 1,02

Solution (a) turns out to have the lowest weight. In this case, using a data bus
saves more weight than would be achieved by higher system integration. However, the
reliability of the actuator control units is reduced, because they are installed in an
unconditioned area of the aircraft. If for the actuator control units special cooling is
provided or high temperature resistant electronics is used, the development and produc-

* tion costs go up. With respect to size and power consumption, the integrated solution
(b) is the best.

Generally speaking, system integration offers:

o Reduction of size, weight and power consumption.

Better testability.

On the other hand, a modular structure offers:

o Less expensive spare parts

o Changing LRU's is easier due to smaller weight.

4 Higher flexibility for modifications.

Inertial sensors are required for flight control, navigation, and weapon delivery.
However, flight control requires body angular rates and translational accelerations
from redundant sensors, whilst navigation requires position and %..1city data with high ..
accuracy. Therefore, present aircraft have rate gyros and accelhomters for flight con-
trol and inortial navigation systems for navigation and weapon doliveTy (Fig. 1.I a).

Strap-down inertial spnsor, with dtqitnl data processing provfld,. h,011, body rates ind
accelerations for flight control and sufficient. accuracy for navlvlatin. So, these multi-
function sensors can be used to supply the flight control system .tnd tho avionics syntoil .. -
with the necessary sensor signals, thereby reducinq weight and voli,,. (Fig. 1.1 b).
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Air data are required for flight control, air intake control, propulsion control,
and cockpit instrumentation (Fig. 1.1 a). An integrated air data system, which supplies
all aircraft systems with the necessary data, again helps to reduce weight and size
(Fig. 1.1 b).

The introduction of advanced electronics technology offers a number of advantages. 3
A reduction of power consumption is achieved with:

VLSI standard processors and peripheral components,
* Programmable Array Logic and C-MOS Gate Arrays,
* Fiber optical links.

In particular, C-MOS Gate Arrays offer:

o Less components and soldering points because of high complexity circuits.
* Less power, less cooling air and improved reliability because of low power dissipation,
' Higher clock frequency,
, Reduced development costs by application of Computer Aided Design (CAD),
* Reduced modification costs.

The leadless chip carrier technique on ceramic multilayer cards offers:

. Improved reliability due to small temperature differences because of excellent heat
conduction,

* Higher clock frequency,
• Less space required compared to conventional Dual In-Line Package (DIP) components.

Standardization of interfaces (e. g. Mil Std 1553 B), modules (e. g. power supply
units), and components (e. g. receivers) helps to simplify system modification.

The computing power (throughput, memory) and the interfaces should have a certain
percentage of growth potential to allow for small modifications without a complete hard-
ware redesign.

Self-test, i. e. continuous and interruptive built-in test, has the task to detect
and isolate failures prior to and during flight to ensure flight safety and to identify
and locate failures to support maintenance.

To be operationally cost-effective, the pre-flight test shall fulfill the following
requirements:

* Short duration of test,
Minimum pilot's participation during test,
Minimum movement of control surfaces during test,

* Avoid nuisance No-Go indications.

Failures identified by the continuous monitoring shall be either indicated on a main-
tenance panel or recorded on a maintenance recorder. Only relevant failures shall be
stored to avoid unnecessary maintenance activity.

The first line test on the aircraft shall be capable of identifying and locating
failures down to card/module level rather than LRU level. The advantage of this is that,
after the defective LRU has been removed from the aircraft, there is no additional test
necessary to identify the defective module. This reduces test time and test equipment.

The equipment shall be installed in the aircraft in such a way that the maintenance
crew has easy access to it for inspection and LRU replacement durinq turn-around.

Sufficient burn-in shall be applied to have a good selection of components and achieve

high reliability. Improved reliability means reduced defect rate, higher equipment availa-
bility and cost savings because of:

* Less frequent testing for identification and location of defects and proving of sevic,-
ability after repair,

* Less frequent changing and repair of defective equipment.
* Less spares required.

1.4 DESIGN AND TEST TOOLS

The increasing requirements on flight control and the protressing integration with
other aircraft systems make flight control systems for modern fighter aircraft more -,n"
more complex. This requires that computerized methods and tools are used to support th.
design, tent, documentation, configuration control, and project manayiement in order t(
minimize design errors and reduce development time and costs.

Examples of design methods are:

S trucij i-,,r A iia y:il:;

o Modular Devit .
0 Pseudo-Codeo
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Structured Analysis supports the design by means of a complete and consistent system
model. Modular Design cuts the system down to small and transparent units. Pseudo-Code
provides an easy-to-understand description of the system functions.

Software integrity is a pre-requisite for flight release of a digital flight control
system. One possibility for verification and validation of flight control software is to
use another computer with dissimilar software for a comparison test. This method has
successfully been used to test the software of a digital autopilot. For this purpose a
Cross-Softwate Test-System was developed with a test computer, that contains a software
model of the autopilot as well as a stimulation and evaluation program. The test is
fully automated.

2. HYDRAULIC ACTUATION SYSTEM

2.1 LIFE CYCLE COSTS

The life cycle cost shown in Fig. 2.1A is comprised of:

Development Costs
Manufacturing Costs

* Maintenance and Operational Costs

The development cost constitutes approximately 10 %, the manufacturing cost 20 % and
the maintenance and operational cost 70 % of the total life cycle cost. This makes it
understandable that an attempt should be made to invest more in development and less in
maintenance and operational costs whenever possible.

To this end, the following points should be kept well in mind:

Sophisticated, straight-forward design philosophy involving simple solutions (no elabo-
rate hardware).

o Modular design, the modularity striving toward common building blocks for the various

actuation systems.

Easy access to components to facilitate maintenance.

o Common actuation systems for the various control surfaces whenever possible.

* Automatic failure diagnosis using butlt-in test (BITE).

* Extension of life time by replacing modules only upon a condition involving defects
(conditional maintenance).

o Easy alignment procedure for remounting overhauled equipment.

A further aspect increasing the life cycle cost involve indirect -osts which may be

reduced by:

* Constructive designs that minimize wear, or fatigue behaviour.

-- Automatic test procedures (BITE) that do not evoke unnecessary wear.

M Minimizing the scope of inspection procedures for periodic maintenance.

* Low commitment of manpower in the maintenance effort.

To give an overall view, Fig. 2.1B shows how the life-cycle cost of maintenance and
operation is distributed throughout all equipments in a fighter aircraft. 50 % of all
costs involve the flight control and avionics systems.

2.2 FLIGHT SAFETY COSTS

Flight safety can only be achieved by high levels of redundancy which includes mul-

tiple channels, identical in technological design and having static and dynamic charac- j
teristics within close tolerances to achieve low monitoring thre holdts. The close tolcrat,-
ces drive the, costs upward; therefore, ! pecified tolerances mrut not 1- ,.pecified any
closer than absolutely necegssary to enitiirv flight safety with r-,"4,,t I o the tianslent
behaviour of the aircraft after channel failures.

Simplified dissimilar backup channels should be envisaocid asc allowaoce made for de-
graded performance. The failure philosophy should establish"en ,t 1,11 " -i I "non-,ssen ".-1
control s1ii face combiInat ions. The essential sti face combinat 1' V i,l,:1 1 fly -home ca :,l

bIlIty and has a faII-operate/faII-operat e failure charactort' I. Th," non-essen ia] sr-
faces have. fail1-safe only.

The flight control system mt!t b., capahir of being "rot,.t" hy, 1 h- 1, ),,t *ft,.r

otiten!; ili- f.1 I Itiren I n otlrr t o rount i,,t tnce si(, on I t,iI rt I- toh I '~:e e
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2.3 MISSION RELIABILITY COSTS

Reducing the costs of flight safety influences the mission reliability. Mission relia-
bility should not be overemphasized since many missions can be completed without full
aircraft performance capability. The cost of an aborted mission should be carefully
weighed against the costs of increasing the redundancy level to maintain full perfor-
mance of the flight control system after failures. It is the opinion here that flight
safety combined in a fly-home capability provides acceptable mission reliability. No
extra costs should be accepted in this area with respect to flight control.

2.4 COMBINATION-CONTROL-SURFACE CONCEPT

A combination-control-surface concept divides the control surfaces into essential
and non-essential groups. The essential group of surfaces is necessary to provide a
fly-home capability after failure in one of the non-essential surfaces. As already
mentioned above, the essential surfaces have fail-operate/fail-operate failure
characteristics while the non-essential ones have fail-safe only. Fail-safe is accom-

-....... plished by switching the actuator to heavily damped ("slugged") operation whereby
the chambers on each side of the actuator piston are connected together via a re-
stricted oil passage. A combination-control-surface concept is illustrated in Fig.
2.4 A.

The simplexed non-essential control surfaces offer large savings with respect to cost
and weight for both the actuation as well as the hydraulic-cupply system. Only the mis-
sion reliability may decrease as a result of these savings. However, repeating what has
been said, many missions do not require high performance in maneuvering in order to be
completed.

2.5 REDUNDANCY CONCEPT

Fig. 2.5A shows a redundancy concept comprised of essential and non-essential surfa-
ces. The essential surfaces have quadruplex technology for the actuation systems and
associated signal processing. The non-essential surfaces have duplex technology to meet
the safety requirements mentioned in 2.2. As an option, a mechanical backup is drawn in
dashed lines to the essential surfaces in the event that dissimilar redundancy is con-
sidered prudent for possible total failure of the quadruplexed sensor information pro-
cessing system.

The rudder control is not considered to be absolutely essential for crosrwind lan-
dings up to moderate wind velocities and therefore the backup option is omitted. The
touchdown maneuver may be somewhat rough, but the aircraft can be succesfully landed
under emergency conditions.

Fig. 2.5B shows a cost-effective redundancy arrangement for a hydraulic supply syst,'.
The system is designed to give fail-operate/fail-operatc characteristics'for feeding th',
essential control surface actuators. Two of the three hydraulic circuits supplied by each
of the two pumps are used to supply the flight control surface actuators. The non-essen-
tial control surface actuators are connected such as to balance flow rates as far as
possible.

An auxiliary drive is shown as an option. With regard to installing auxiliary power
drives, it is the opinion here that the probability of a double flame-out of the engines
must be carefully weighed against the costs and loss of aircraft performance through
weight penalties.

Fig. 2.5C shows an installation schematic of the supply system depicted in Fig. 2.5'.
It should be noted that the long hydraulic lines (most exposed to failure) supply the
non-essential surfaces. These lines need only to be simplexed.

2.6 ACTUATOR SYSTEM DESIGN

Fig. 2.6A shows how criteria from aerodynamical and flight mechanical considerati(c,
in addition to the required reliability and safety are introluice1 into the design 't
actuation system.

Fig. 2.6B shows a schematic system diagram of a two-servo valve actuation system. Yh
two servo valves work independently upon the control valve. The control valve assumes .i
"force-fighting" position from the two serve-valve commands a.ni e ltrols the hydraulic -
flow rate to the main ram (actuator). The feedback signals for the actuation system as

"

the control valve position (ram rate) used for damping and tie, main rim position itrelf.
These positions modulate a carrier frequency (. fwkliz) and after demoulation and A/'
conversion, the signals are processed in the sensor Informationi oi';sing system av0
ciated with the control surface actuat ion for a cost-offect iv,, di in.

Fig. 2.6C shows a drawing of the above described actuation sy!tem excluding the in-
formation processing. Also, the fail-!safe hypass valve f(,r '"irgl," ,perat in in th.-
fail-safe condition is not required for esscntlal nurfwcs . Ii'thlie dt(ctton In th ' , -
toring system is accomplished by detetin excessive |rins;i.i.t ,x(-;ir,:1,ns from a ifftw. -
modeled nervo system. After a fa lure in one iif the si,-rvo-v,ilve cTinti luei., the ,:;- . -.

snciated 1nt-ataqe bypass valve opens, thus Isolatiivi the dfect iv, !eivo-valve. One hi ]' . .
of the control valve drive is thereby , snibled (bypas oer atiloui while the othe.r hal .
continues to nperate. The overall ,erfforiatiie if th-, act ii I I q,.:,:, Ii tI ha 111ly t1 .f f ,

i!NJdx I It' '7 U ]A7,N JJA IV 11 i i1)
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Fig. 2.6D shows a detailed drawing of the servo valves depicted in Figs. 2.69 and
2.6C and the interface to the information processing system. The mounting of the servo
valves to the ram assembly is also shown. Upon failure of one of the four signal chan-
nels, the valve continues to operate since the electromagnetic force summation of the
remaining three channels keeps the valve performance within the tolerance level of the

monitoring system.-
Fig. 2.6E shows a cost-effective variant of the actuation system described. Here, the

hydraulic intermediate stage driving the control valve has been eliminated. Thus, the
associated serve-valves which sum relatively low electro-magnetic forces to drive the
intermediate stage have also been eliminated.

This direct-drive servo actuator design assumes that the manufacturing tolerances of
the control valve are such that Jammning is highly improbable. Also, the electronic
driving stages now envisaged produce sufficient magnetic forces in the driving coils toguarantee safe operation.

Fig. 2.6F shows an actuator design from NATIONAL WATER using a direct-drive control
valve.

3. CONCLUSIONSI

As was shown above, the various design features influence the costs in a positive or
negative sense during the different phases of the system life-cycle. So, a cost-effective
design can only be achieved with trade-off studies.

The size, weight and power consumption of a system can be reduced by using advanced
technology components. The benefit gained from this has to be balanced against the higher
price for these components.

There is an interactive relationship between the development phase and the oper-
ational phase. increased development effort to improve reliability, maintainability and
testability of the system helps to save costs during the in-service phase. Experience
indicates, that the costs invested into development, production and maintenance of a
system are related to each other as 1 :3 :10. If it were possible, for example, by

inceasngthe development effort by 20 a to reduce maintenance costs by the same per-
centage, absolute life-cycle costs would significantly be cut down. This indicates, in
which direction we have to move in order to get closer towards a cost-effective design.
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ANALYSE CONB[NATOIRE PERrORMANCES/COUTS

DUN SYSIENE AUTONOWE DE NAVIGATION POUR AERONEFS

per

P. ILORET, C. LAVOIPIERRE
S A CEN

6, avenue d'Idna
75783 PAR IS CEDEX 16

(prsent* mu 39me Symposum AGARD en Octobre 1984 h CESME - URQUIE)

RE SUNE

Cat article propose uns mdthode simple pour elder lea
concepteurs de systbae de navigation autonone pour avianI dons is ctvoix d'une solution optimale du point de vus de
Is performance et du coOt. Le m6thode proposde s'appuie
aur Is catalogue des performances des systbmes de naviga-
tion par inertie et sur des r~gles originales reliant le
prix et is performance ou ls volume du systbme considdrd.

L'analyae comabinstoire propos6e explolte ces donndes de
performances et de coOt en comparant le coOt d'un systbme

p de navigation inertielie considdrd comma rdfdrence sum
corita de solutions regroupant una solution inertielle
5min performante et un ou plusleurs capteurs d'appoint.

Pour illustrer cette mdthode, on prdsente un exemple
intdressant :celui do 1. navigation d'un hdlicoptbre de
combat.

1. INTRODUCTION

Un systhme de navigation autonome, sai simple solt-il, utilfse ls gyroscopic'
comma rfdrence d'orientation de mom calculs d'eatime. Et c'est le plus souvent Is qua-
litd de cette foniction gyroscopique qui constitue le facteur c1d, & is fois pour lea
performances obtenuss, at pour Is coOt rdsultant. Les progrits de ie navigation iner-

t tIaleaont aim A Is disposition des "symstdmiers" un outil qui peut pratiquement appor-
tar une solution complhte & tout probibme de navigation autonome. Mais lea consid6ra-
tions de coOt conduisent It diffdrer le plus longtempm possible le recours h cettp
"opanacte", et 6 essayer de se satiafaire de syst !mes gyroscopiques momns performantqi,

mam"aidds" par d'autres r~fdrences de navigation :essentiellement is cap magndtique
et Is radar Doppler. Entre Is navigation inertielle Ia plus perforsante (typiquement,
0,1 It 0,3 Nm/h) et is navigation & 1'sstime Is plus rustique, la qualit6 de Is gyros-
cople vanie de plus de deux ordrea de grandeur, ce qkui ne se refl~te pam en totalit6 Roo
nivoau des prim, heureusement. L'objet do cette pr~sentation oat d'apporter des Elf6-
ments quantitatife at logiques sur lea rapports qui existent entr' lea specification-7
de performances de i'utilisateur, at le prix du systbme de navigation autonome optimal
qui rdpond h ces sp~cifications. Ces considdrations me fondent aur les technologies guji
constituent "1'Etat de l'art" en ce milieu des anodes 1980.

2. DOMAINE COUVERT PAR CETTE PRESENTATION. ETAPPAfICH.EADOPTE

Dens cet to prdsentat ion, on met principa Irecnt I' i, -o-nt !iur ),-n gyst Itme de rnav i
gat ion A 1lest ime (dont I a nav igat ion inert iplIrv r'nnifit(w Ie "hatit die qanmc"), In""
EcartLer cepnrant le cam do beaIisagem radiodectr I gi'o (1i npt i qticX 'ternes 6 Patrn-

re.r' En part ircr,1 ier, on tra I te fit, cam de "nay i qnt i on rt, I tit i v.'' gui' '.nst i t tie uine toot,
gation A 1lcatime me do'roulant entre deux rerlAqeIWF1. I i . ripivurr' pli vrotrent en i
sort donc qyroscop iques et acril lromit ri quen, d'.,nc prt , "t .inpt'r de V I t eqq.
route/cap, dep 1 'autre ( radar Dopplo'r nu antlmnmr~t ripr, r-'p moiftiot i iii) pnur cc gui e qt
dert soyruan riitnime, et CPS NAVSTAR, OMI.CA, V(111-P)MI , TII N, M . t 1,, - Iagq's- o pt 1 (1, w
crimme n i dt!i h unit nay ioat inn nuon nutnoria

I a rl~murclo gnnraic de In 1 irisrntat ion -0i In. 'r1iviint

pouirr I jit n yat in ta hm o ho In I ori cuinv vmrniitI 1liit I'~ I f i 6 1' to (c ri i i 11, ,

pjinro,* tit-r I 'it III t rij r & ( nI re "cono ivatii9Iiiit m-1 e tivll'r i,,
nIrslI Iw -rt I . r I I n pi rn root pi-ortarrl aIr not r'lm *, m1i .0, 1. '9 I~ 1 16% ' f.

rai I ' to i' Iv' I1, , ;riio rrwl I Ia.I Ii'.l I rmgaa'l, i 41 ,n
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- ces solutions de remplacesent sont racherchtes sous Is forme d'une 'fonction maer-
tiella" aussi d~gradde que possible, mais "aidde" par des capteurs d' "appoint",

- faisent alors le bilan du coOt r~duit qua reprdsente le passage h une "fonction inar-
tielle ddgradde", et Is cotit eccru que reprdsente l'adjonction de "capteurs d'ap--
point", on essaie d'dvaluer le bdnefice global,

- cette d~ssrche, aupposde a'effectuer de fagon itdrative entre "client" et 'fournis-
seur" (reprise des spdcifications, etc), doit aider A ddterminer unrp solution opti-
male du point de vue performance/coOt.

3. ELEMENT DE BASE :LA PANOPLIE DES SOLUTIONS INERTIELLES

La tableau eat un tableau & double entrde oij chaque colonne (repdrde de A A E)
reprdaente une "classe de performance" de r6Fdrence inertielle. La premibre ligna de
cheque colonne rappolle Ia domaine do performance exprim6 en arreur de position (mulles
nautiques par haura 1 1 sigma). On voit qua seute Ia partie centrale du "spectre" des
performances possiblos a dtd retenue puisque

- il exists des centrolos inertielles trois fois plus pr~cises que celles de Ie "classe
A" dont fait dtat Ia tableau,

- A l'autre extrLme, it existe des systhmes gyroscopiquos beaucoup moins performants
quo lea 30 NM/h dont it eat fait 6tat pour Ia "classe E"l.

Cependant, la tableau tel qu'il eat couvre Is grande majorit6 des cas usuels, at
dvite une trop grande compiexitd.

Dens lea lignes 2 h 7, on liate lea performances qu'll eat souhaitable da spdci-
fier pour tout systhme de navigation autonone, outre Ia prdcislon do navigation expri-
ade en mulles nautiques par heurs. C'est A cm niveau qua dolt intervenir un "guide du
client" pour aider A is mpdcification. En bref

La ligns I spdcifie l'erreur do position absolue (coordonnles terrestres) A long
terme souheitde pour le syst~me do navigation. Ce systbme pourrait par example btre A

. -- rreur bornda dens le temps, maie trbs bruitde A court terme. On exprimersit store dens
is ligne 1, & is fois Ia hauteur du bruit toldrde, at Is durde do Is mission (aupposde
durer ou moins 1 hours, puisqu'on a' exprime en Nm/h, et que In prdcision At moyan at

court terme est traitde aux lignas suivantes).

La ligns 2 spdcifie l'erreur de position absolue (et dventuellement relative) en
pourcentage de Is distance parcourum. C'eat une notion qut couvre h Is fois lea aspects
"long" et "moyan terse" do Is navigation, pour un edronef qut se d6place At une vitessa
suffisanta (tous edronefs A voilure fixe, ainsi qua Is partie "en route" des missions
des adronefs h voi lure tournante) . Ainsi , pour une centrale inert iel le do "classe A",
qut accumule on uno heure une erreur do 0,3 Nm/h at un ddplacement do 300 A 600 Nm,
lerreur relative pourre varier do 0,3/600 =0,015 h 0,3/300 Olt1 do Ia distancei parcourue.

Note on resarquers que par rapport A l'exemple numdrique ci-dessus, le tableau Cligne
2, colonne A) felt apparaltre une majoration par un focteur 2. Cadi rend compto do
l'aspect "moyen terme" de la performance :sur une demi-heure ou un quart d'heure, In
vitesse inertiella est plus "bruitife" quo son Intdgrale exprimde en Nm/h

La ligne 3 spdcifie l'erreur do position relative A court terse, exprimda en
mbtres per quart d'heure. Cleat une notion qui s'applique principelement aux hdllcoo-
tbres dens In phase "tactiqus" de laur mission Cddplacemants lents).

Le liana 4 spdcifie l'erreur do vitease /snl inatentanie. On noters per example
que pour un systbma de "clense A", cetto errour n'ent pas tine simple conversion des
Nm/h an s/s. En affet, 0,3 Nm/h = 0,15 m/s, alors qua coest une velour de 0,4 rn/s qul
figure dens cotta colonno. Ceci rend compte du "bruit die vitesse", de plus en plug
"incompressible" A mesura qulon augmante lea performnieq der, centrales inertielles.
Noter quo cotta ligne traits principalemant de l'erreur liur IP. module de Is vitesse,

l'orreur our ns direction (lerrour de route) rigurent A In liqno suivante.

Le ligne 5 spdcifie 1'erreur do route instantenda, notionnapplicable surtout eux
adronefa 6 voilure fixe, ou A volluro tournante main dens In phase "cn route" de leur
mission.

La ligne 6 spdcifio I'orreur du cap inatantend. Rjen qii'J 1S'Aijismle d'un pars-
m~tre do pilotae, et non do navigation, 11 est mentinnnil, en tent quo "noun produit"
possible at spdcifiebla d'un systhme do navigation.

La ligne 7 spdclfle l'orrour d'attitude insttantannde. 1A encore, 11 a'aqlit (Punr
paralobtre de pilotage gui pout btre offert "en primp" per un nyattim tie navigaticri
c'ast m~ma P'un des principaux intdrgts d'une centralo inertielle de qeialitA).

Coxme I I to 6 t di t, 9pdc If i or cor rect oment rom 7 lin emb t rpn f-'rI imoc I behf. pokirI

I aqimall I Ia9 " I fr, I" m r it a d'At re a Idd par Isft fo,,rn Inaer po nt I t- I
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Le tableau Adouble entr4e dtant ainsi d~fini, an a placd dans chacune dle seeq
cases Is valeur typique (ou is plage des valeurs typiques) & laquelle on peut s'atten-
dra pour uno cent role inert iella pure de Ia clease considdrde (A A 6E) En d'eout re
torsos, lea chiffrea qui figurent dane une colonne donn~e sont coh~rents entre eux pour

Pooune centrale inertielle de Ia clause cansiddrde. Ce qui ne signifie pas que l'utilisa-
taur p ote n tol n a pout fournir do spolcifications que dens une seule calanne. Au con-
traire, certaines velours apdcifidea vont appareltre cometi Ldtant plus contraignantes
quo daoutrea, et coast de cotte constatatlon que portire Is tenitative d'optimisation
(qui consiste, rappelona-le, h remplacer de Is "qyroscapie chtre" par de Is gyroscopie
coins chbre as aidda, si possible, at voir en fin de campte si on qaqne ou change).

4. ANALYSE DES PERFORMANCES ET RES SOLUTIONS TECHNIQUES ASSOCIEES

4.1 PERFORMANCES SPECIFIABLE$, ET POSITIONS DC REPLI (figures I et 2)

* - Une preojbre lecture du tableau peut ae faire came suit

- dans lea colonnes de gauche (en gras, A,',C), on trouve des performances rets-
tiveisent Ilevie8 qui correspondront vraisemblablement A t'otijectif poursuivi
par Ie client. Co sont lea "performances spdcifiables'.

- dans lea colonnes do droite (en gras, D,E), on trouve des performances rrlet -
vement basses quo le client demandera rerement en tent qiue telles, esis dont
'oil pourreas contenter" (position de repli) ni on lui dotmontre qu'avec 'laid'
de cepteurs d'appoint, on pout passer d'une central,- inertielle de clas-,
dlev~e & une centrale do closs plus foible (Pt iddalement, Is plus faihle
possible, pour des raisons de co~t).

Plus prdcisdmont Is ripartitlon suivente eat trl'6 protiatble

Performances sodcifiables

Calonne A et colanne B entibres
Colonne C A l'exception do C3 dventuellement
Cases D6 et D7

Performaances "do raDli":

Colonne E entibre
Cases Dl, D2, D3, 04.

4.2 PERrORMANCES SPECIFIABLES NECSSITANT UNE CENTRALE 1-111RTILLE~ fiqurp 3'

Si, dons 1e tableau, Is client spdcifie une ou plusai-,rs d. l "('5505" qtie nor'!i
allons lister ci-apris, il spdcifie du s~ue coup un systea inePrt iel do Is closs 0"'

performance correspondant A Is colonno cochge, sons quit v ait detrnative possiblo'

Dans chacuin de coo coo, Is contrale inert jon 'l i' eu capteur A Pl .- 1l
fournir Ie paramhtre avec Is prdcision indiqii~o. Plus pi. ialmo,t

4 A : tout radar Doppler eat trap bruitd6 pour potivair to,,i'uir urip vitesse jnst5,.tqni,.
o utlet lisse ; Is centrale inertielle erit ~nijsfIne serait-ce quo pown
'liqR,-r" 1e Doppler.

5A. 58. 5C Is centrole inertielle eat la seIpl roflrr i.' ro,,t, A bard; A d~faui
on pout utiliser uno rdfdrenco tie cap, mtiii - teigiat 1 hypothbae Wii'

angle do ddrive nul , ce gui penjt oieaiiri--... n err ejr consdquento .
p rnoblement slims aupdrleure & Is velf-r ,i -ii trny,' dans Ia case 51 .
qu on pourrait alors rattacher eiis pri~rfderitf'a'.

6A. 6B polair 1e cap (gdoqraphique), Ila eule nltpinntivi' Isi cent rile inert jello- ent
tin cap qyramagnitique, dont Is pricintori (en term'g tin cap gdographiquc)
nantteindra pas ajux quo Is degrd.

7A. 7B. 7C : pour une prdclelon d'attitude meiltenirt, tueA fl,5*, il W'V apsA detltereso-
tive aux centrales inertiellena.

4.3 SOLUTIONS DC RI'PLI SORIANT DU CADRE DOUNE NAVIGATION AIIIONONE figure 4)

Parmi lea performances quoon pout npilri fiar h I a ride du tahl,-au. I I e'n eat pi
peuviunt fit i', t o nit tin eut roeont qit avec urwn iav lait Iirl iiutiiuiwm' 1. it' irot eril-it I,'t I
m ent mviii I ' oldt' uounn rutidioloeanmnt ton not (I kanol Iiai'iI Roil Ion pair voie opt loqiae. I I
o oI t Ia it it I pou ir I en I 14 apac I 1 2 vat I iii t ait Ini I r, 1f 1t 1
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Ligne I t si on as contente de specifier une pr~cision de position, un moyei de radio-
localisation, ou de recalage optique, pourra toujours faire I'affaire.
Certes, des aides du type VOR-OME ou OMEGA auront des difficult~s 6 garantir
une pracision 6quivalente 6 celle des centrales inertielles de classe A, 8
(ou same C) sur des durdes de mission de une h quelques neures. Mais on I
pourrs slors songer au CPS NAVSTAR ou sux recalages optiques. Donc, pour one
apecification situde our cette ligne, on peut toujours trouver une solution
sutre qusautonome, mais qui sort par consdquent do radre de is pr~sente

Ligne 3 same situation, globalemant, qua pour Is ligne 1. Noter que, Is pr6cision de

200 mbtres sur 15 minutes est ddjh difficile h obtenir avec las meilleures
aides rsdiodlectriques & is navigation (GPS NAVSTAR. en accbs "tous utilisa-
teurs").

Lione 2 pourrait 6tre assimilde aus deux lignes pr~cddentes, h ceci pr~s que is spd-
cification en % de Is distance parcourue fevorise lea solutions inertielles,
csr elie inat draconienne pour lea sides radiodlactriques bruitdes 6 court
terse. Si on veut riallement spdcifier des pr~cisions en % de is distance -

parcourue, i1 eat beaucoup de cam ob Is souls solution eat inertielle (ne
serait-ce qua parce qu'un angle de route pr6cis est n~cessaire).

4.4 PERFORMANCES POUVANT ETRE SATISFAITES SANS CENTRALE INERTIELLE (figure 5)

Ca sont essentiellement celims des colonnes D at E du tableau. En d'autras
termes, ce qua peuvent procurer lea centrslas inartiellas de bas de gamma peut assi
btre obtenu par d'autres soyans. Par example

Cap at attitude instantands (lignes 6 et 7) au nivesu de performances de 20 (case D6)
h 7' (case E6) eca, ou de 11 ( case 07) 3' ( case [7 ) en at t Itude , lea gy roscopes
directionnels at de verticale r~pondent A Is question.

Route instantanda (ligna 5) :au nivesu de performances da 7G 4 200 (case E5) an route
instantande, assimiler route at cap (obtenu par r~f6rence sagn6tique) r~pand h Is ques-
tion. Ce qui eat ddjb beaucoup plus sujet & caution pour uine precision de 20 & 70 (case
D5).

Vitesse/sol instantsnde (ligne 4) :pratiquesant toutas lea performances dm Is ligne 4
peuvant 6tre apport~es par un rsdar Doppler, 6 lexception des 0,4 ms de la case A4,
at ceci plus pour des raisons de bruit h court terse du radar Doppler, qua d'erraur
moyanna de ce dernier (ndcessitd d 'un Ilissage inert iel) En out re, cot te I igne ne
concerne qua le module de Ia vitesse, ce qul est rarement utile sans information de
route (llgne 5) ob on retrouve Ie besoin d'une cantrale inertielle.

Position relative h court terse (ligne 3) : part ir de I a performance 1600m
15 minutes (colonnas C,D,E), un systbme de type radar Doppler + cap qyromagn~tique eat
suffisant.

Pricision de position & moy'en terse (ligne 2) :sauilct leoi perfnrmsnnes des colonnes n
at E (donc, plus de 3 % de La distance parcourue) peuve-nt F,1tre atteintes sans risque
par des moyens non inertlels mais autonomes (Doppler plus cap gyromagn~tique). La per-
formance C2 ( 1 6 2 % de Ia distance parcourue) n'eat obtenue, que earginalement , car
ella eat trbs exigeante pour le cap gyromagndtique utilis6 en capteur do cap qdaqraph-
ique ( adjonct ion de Is ddcl inaison magn~t ique, perturbs t ino mnqnA tiques di verses et c.

Prdcision de position At Iona ters (ligne 1) :si on rente dons le domaine de Is navi-
gation outonnee, seule Ia performance El (30 Nm/h) et marqlinlimcnt Ia D1 (10 Nm/h)
pauvent 6tre obtenues par des moyea non mnenials

4.5 RAPPEL DES CAS PARCINAUX

Ce rappel eat lntdressant car il situo Is ligne di- partriqo dvq performances antre
solutions inertielias at non-inertlelas, at marque door tine "liqne ide front" dens In
bataille pour 1l'optimisation du rapport performances / prixs. Aiirini , II apparalt que Iv
baoin d'una centrals inertlelle commence h ae faire sentir qjuand on Pn arrive A demAn-
dar dam performances dgales ou supdrieures 6

- 10 Nm/h an prdclsion de Ia position abmolum b lonq terme,
1 h 2 % daerreur de position relative h Is distance- parcourue,

- 600 m d'erreur de position relative pour 15 minutes dr m i ion tnse une zone t act ique,
do dimensions limit~as,

at, an ca qui concerne lea parambtres de pilotage

-2' A 7' pour In pr~cision (Is Ia route inntantanir.
-10 agir Is pr~ii(n dtg cap inatantand,
- 0,50 str Ini gprdclfon do Palttitude InatentanA.



4.6 PERFORMANCES SPECIFIABLES POUVANT ETRE ATTEINTES. SOIT EN -INERT!E PURE". SOIT EN
"INERTIE DEGIADEE AIDEE" (igure 6)

On haste ci-aprbs lea "cam de base" (inertie pure) et lea solutions de repli pos-
sibles, en Be r6ferant aux cases du tableau. Ainsi, par exemple, Ia case Al (0,3 Nm/h)
affiche une performance qui peut btre atteinte en inertie pure, mais dgelement evec 'if)
GPS filtrd par one centrale inertielle de classe E, ou par dem recalaqes optiques aye'
interpolation assurde par centrale inert jelle de clase C ou D. On notera ceci

Al --- ) > PS + E
ou *Optique + C (ou D) et de msmo:

---------------------)> * OMEGA ou VOR/DME ou TACAN + E
ou * Optique + C (ou 0)

Cl--> * OMEGA ou VOR/ONE 00 TACAN + "F"
00 * Optique + 0

Dl :rappel * marginelement r6alisable par Doppler + cap gyromaqn~tiqje
*peu demandd en tent que "apdcification positive"

De mime pour la ligne 2:

A2 -- - F S + C (ou D)

00 Optique + 8

B2 -- * Doppler + C

00 Doppler + optique + D (ou 1)

C2 --- > *Doppler + D
ou *Doppler + optique + E

00 (rappel) marginalement rdaiiable avec Doppler + cap gyromagindtique

De s~me pour Ia ligne 3

*A3--> * CF'S + E

ou *Optique + C (00 D)

B3--> * CPS + E
00 * Optique + C (00 0)

ou (rappel) marginelement rdelimable evec Doppler + cap gyromagnt~tique.

4.7 RECAPITULATION DE L'ANALYSE CONBINATOIRE DES PERFORMANCES REALISEE CI-DESSUS

1. Dans Ie tableau, on a recenss lea perambtrea do performances sp~rifiableB (liqnos
et leura ordres de grandeur numdriquem pour le cam ~ on se propose de lea obteni:
en inertia pure. Le tableau perset done, en pointant lea names correspondant aio,
performances demanddes, de aavoir qoalie clasme de centrale (nntde de A 6 E) seroit
niefcassaire pour obtenir en inertie pure Iesditas performances.

2. Dens le § 4.2 (ni-desaus), on a reenad cellos do con performances qui, do tnit-
faqon, ne peuvent Atre obtenues qu'en inertia pure (pas do "solution He repli").

3. Dana le § 4.3 (ci-.deamua), on a recenad celles deg performainneq qol pauvent Atri'
atteintas en recourant h des aides h Ia navigation externon (non autonomie) I'I
a' agit done d'un soua-anscmbla do groupe do performonurrs potir lasquelles on pe.,
envi,3aqer one "solution de rapli" autre qulinertiplle.

4. Dana le § 4.4 (ci-desaua) , on a racenad clli des performances qui ponvont Atv'
etteintes sans recoura 6 tine centrale inartielle, et dons le pliragrapha mujiveot
4.5), on n passd en revue lea "performances marclinalee." h~ portir lesqualles l'intr-
duction done centrale inertielle commee b so foire sentji.

5. En f in, d itns Ile § 4 .6 (ci -dHe 9 o ) , on a r e aens l cesn 1"' pePr fonrm an c es qu i p r. i
Atre aitteintea, aoit en inertie pure, molt en "inprtio d~qrnd("P oid~e", na qui d',
adora mafi?,re A coapromis at optimisation.

A retfe, combinntoira dam performances, ii foout maint onwo njofevr Is rombintitnir-
dea corjls rs'rreospndanta, objet des paragrapher,'o !ivnntt.

5. COUT DESi CEINTRALES INERTIELLES EN rONCTION OF tIIIRSP RIORNANCtS

Lo v -;c-iiddratlonR qui solvent m'appulent stir one certain', r'nnnrssance d-n [ ri
de marchiA guji, & long terme, reflbtent lea conts "phyn i qil-" . (In n's riln pam f-sev,.i
prnoedr de manil~re analytique, on e xFmli n An t I e(I rfennIg I ! sysnt?'Meq et Ir e Rt t 1 1v
riles on ron,.. Mats con considrat inn,fa tr .,lrrqjln nolrt rinflntoiat anoiga-i" -0
lan,, In larfirantat ton qut Pat falto den eman', do ;nerfnrnrnwi an''r' rrintrnlpn 0net j '

Icr,. t'nr rsersIrlI I
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* - -pour lea centrales de classe A, on sait qua lea plates-formes & gyroscopes accordds
ds haute prdcision, ou evec gyroscopes & suspension diectrique, rdpondent 6 Is

-~ -question, pour un certain prix de archli. Clest ce prix de marchd qui a dtd dvalu6,
sans qu'on cherche ici 6 savoir laquelle des deux solutions i'attelnt. ... avec le
meilleur profit pour le fournisseur.

-pour lea centrales de closes B, on sait que lea plates-tormes h gyroscopes accordLIS,
ou loa centrales 6 gyroissers, rdpondent It la question. Lb encore, on connait un prix
de marchd, qui couvre lea deux cas de tezhnologie pour l'usage que nous avons 6 en
faire.

-lea centrals& du groups C peuvsnt btre It plate-forse nsec gyroscopes accordds, ou
"strap-down" & gyroscopes sccordds, ou gyrolaser de pdrimbtre rdduit etc. Le prix de
msrchd correspondent h cette clesse de centrales a dtd par d6finition pool

4 
dgal h 1,

d:ns isasure o6 ii repreents ie "cas central" du tableau et de Ia qamme de perfor-
mces qu'i reprdsente. Donc t

L'unitd do coot utiliade pour Is suits do Is prdaontation eat I. coot d'une controls
* inertiolle do 'clause C" **lon Is difinition du tableau.

-lea centrales des groupes D et E sont en fait piut~t des systLmes gyroscopiques de
relativasent basses performances, auxquels on ne demande pas vraisent un fonctionne-
aent autonome, mas plutet uns fonction do lissage ou d'interpolation entre rae-
l agos. Le tableau mentionne ndsnmoins leurs "performances fictives" en inertie pure.

Ayant sinai fixd l'Etaion de coot comas dtant celui d'une centrele de cesse C,
Is premier pas consists & trouver uns formule donnant le coot relatif des centrales de
classes A, B (coot > 1) et D, E (coot < 1). tn posant que

- (Nm/h )= 3 (ailles nautiques par heure) = precision de Is centrale de class C
r - (N /h pr~cision on Na/h de la centrals dont on veut connaltre le coOt

- Coal 1 z coot de Is centrais de ciasse C
- C acoot de la centrals ddfinie par son parsaltre de prdcision (Nm/h)

Nous proposons is formule suivante

C/Co (= C/1 C) [ (Nm/ho)/(Nm/h)]x

avec x compris entre 0,30 et 0,35

Le tableau qui suit donne lea veleurs numdriquea pour deux valeurs extremes et
une veleur mddiane de x, & titre de "Jeu d'sssai"l

ICLASSEDE PERFORMANCEI A I B I C D E
----------------------- I--------I--------I--------I--------- ---------

INm/h I 0,3 1 3 I 10 I 30 I
-------------------------------- I---------I--------I-----------------

Coot avec x 0,30 I 1,99 I 1,39 I 1 n f,7 I 0,5 I
------------------------------- I--------I--------I--------- --------- I
ICoot avec x = 0,33 I 2,13 1 ,44 1 0,67 n,47
----------------------- j--------- --------- --------- --------- --------- I
ICoot avec x = 0,36 I 2,29 I 1,48 1 0,65 0,44

L Iidde qu se d~gage de ce tableau, c' est que lorsqu' on ouqmente I ea performances d' tn
deal ordre de grandeur ( fecteur de I' ordre de 3 ), 9e cotirts sont auqmentAs de 40 %
environ. Pour qagner un ordre de grandeur (facteur 10), if tout plui3 que doubler le
coOt. Certea, cette loi du type (log a) = k.(loq b) n'n rien de phyqique, sale sel

rend approxlmaitivesent compte d'une relation cnOt/perforilitnce nulr 16ltendue de drux
d~cades (facteur 100 our lea performances). Et slle rnpptelle par oilleurs lea lois de'
Wright qui s'oppliquent Bux ddcrolssances do co~t de prouml inn enl fnnrtinn du rang (le
coot eut multipll4 par x < 1 chaque fois quo le rang dinnhle) et quli, hien que n'aysnt
rien do physique, rendent ndenmoins d'estiaables spi-vives (len ns le valtiationg d e
coots.

5.1 UIL.ISATJION DIRECIE DE LA HANUILE PUT PE~RFORMANrrS POIuR CINIRALFS IE.RTIELLES

En regordont In tableau du 5 (ci-dessua), In np~rifivoit,'ur voit (irectesent CP
qu'i1 en cotite do sp~cifier une performance supl~rivure par oxemplo, du"n desi-ordre de,
grandeur & cn gui eat atrlctement nieasairs. Utill'ont 1,, tithie,- it eat ausal ell
assure do noter quol eat In parsltre ap~cifit' qui ent'~s~~uuiuuu en aakti~rp d e
coot (en d'outrvi termes, qiuel eat Is paramltro 'sreiiur"l, -f pulurrn nolttacher A In'
"fairs rentror don, Is rang" pour pouvoir choicir line ceintre~ eden ini inf~rieure.

Liirnjv.ij t fil au I iet (]'uit errour de' roit, af.tiu~i'~ l 1 ,,/" h 0l,70 (parniI i v
In " ipt~iI f I ca tcur flout a" cont ent nr itul',it' -I iI on mpr Iuni Id re* (1,70 et

(paromft rf C") I,' ,oltit pannivr del 1,44 Il 1 I' ju iC( ' h ~t*~g ',ll'
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5.2 UTILISATIO OGIE DELA 01W CUT P.E 0AMCES POUR CENTRALES INERTIELLES.

Prenona l'exemple do Is spdcif'icatlon Al (0,3 Nm/h en position h long terme) qui
pout Atre matisfalte, salt par une centrals inertielle de classe A, molt par le CPS

amcli 6 une "centrale inertielle" do clease E. Le bilan de corit peut me faire de In
fago0n au ivaonte

CoOt d'une centrale inertlelle de closes A 2,13

CoOt d'une centrals inertielle de closs E 0,47

Cr~dit ("Economic riolisa"el) 1,66

Ddbit :coOt global d'un dqulpoment CPS (antenne, ricepteur etc).

Evidemment, ii s'agit lh d'un example simpliste rdduit It un seul pmrambtre. En
rialitd, il eat probable qu'on voudra spdiier, non seulement Is pomition, male aussi
is vitesse/sol (module) at Is route. Ce qul a dtd ddveloppd prdcddemment permet de
procdar & cc genre d'itdrationa.

UN CAS D'ECOLE INTERESSANT : LA NAVIGATION DE LIHELICOPTERE DE COMBAT

La "portrait-type" d'una spdcificetion pour hdlicoptbre de combat serait, dons le
langaga codd qua permet l'utilleation du tableau

C2 (navigation en route 1% At 2% de Is diatance parcouruc)

B3 (navigation tactique 600m/15min) ou m~ine deux fols micux ol possible (A37)

0A (vitesae/sol inatantande I rn/a pour raisons autres qua Is navigation)

.et autres parambtres mains diterminanta pour notre eaemple. A partir de cetto spdci-
fication, on pout proctidar comm. suit

1. S'il fallait procdder en inertia pure, il faudrait une centrale de clasma B, dont le-
coOt eat de l'ordra de 1,44. Codi A cause de deux perambtres (llgnem 3 at 4 du
tableau).

2. Copondant, on malt qua Is parambtra NO 3 (position relative 6 court terse) pout atre
obtonu avec une centrals do clamme E aidda par CPS, ou do closs C (ou D) oldde per
recalages optiques do position. Quant mu parambtre NO A (module de I. vitease/sol),
Ie radar Doppler suffit. Quant It Is apticification "de mecond rang" C2 (navigation At
1-2% de is distance parcour ue), ella pout aumel Atre satisat'ate pare une central. dec
clause D oldde par Doppler, ou bion E oldie par Doppler at recaleges optiquem. De Ie
combinatoire de tout ceci, 11 remaort qua

3. On paut introduire le Doppler pour motlsfalre At Is apdcificatiori B4, qul n' impliquc
plus alors pour elie-sbme is pr~sence d'une centrale inertielle. 1.-

A. Maio cette centrale Inertielic reste tout de mba. ndcessaire pour satisfaire At Is
spticification B3. Dana cc coo, deux posmibilitis

- 11 suffira qu'alle salt de closes E al on a par ailleurs le GPS,
- ii faudra qu'elle soit dc cloose C (ou D, h la riqucur) si on veut proceder par

recolages optiqueo, en lieu et place de GPS.

5. Par ailleurs, le Doppler, suppoad introduit pour sat isfaire h 84, permet do passer7
d'Lune centraic dea class C A cleose D (ou mAbe E) pnur satisfaire A Is sp~cification -

C2.

4insi se t,'ouvcnt confrontdes lea possibilit~s 5 ,jjvnnt,;

- centrale closas B,
- Doppler.+ recalogas optiques + cantrale clagq,, D (0,1 1),
- CPS (foiirnlssant ausal viteaea) + centrale cirimsc t

(rtvpnir lb-dessus "en emont").

Et Ia problbme sere 'Ie savoir at In passege W'inv c-.nt rale invi t iell Id cleAs'- 11
6 une rentrale de clease D "poie" la coOt d'unr rDnpph -r 0 do.s rernages optiquea de
naviqatinn, ou oi Ia passage d'une contratle (i f,,.s F)gi Ri Nne qyrnqionpie den clfinnc
"pale encore mjeux" Ia cot d'une CPS at den r(-rninqi'' opt iquen.

En Premiltro approximation, on petit dire ,:e iiui ,iuit

A. Comperqinan centrals clesse B/contrale clnnie F) + 1hj(Ui~r + rocralae opt.

Diffornt it is io Ot cant ralaq claso IF rotinr,,It, ''inw,, 1)t

1 ,44 -0l,67 11,77

iSNJdXi IJNUi~Au') IV 0(I iK lIQI14f
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Pour qua Is solution A radar Doppler + recaluges de position soit avontugeuse, ii
taut quo Ie coOt do ce radar et du diapositif' do recalage optique ussocid soit
infdrieur b 0,77 (moit 0,77 fois 10 coOt d'une centrals moyenne de Is clesse C,
S'esat-b-dire 3 No/h). En principe, c'st Is cms si on flu considbre quo Ie coOt du

Doppler sons lee frais asocida (nifceasitil d'uns ouverture ventrale etc), et mi
on compto pour noen Is coOt des recalaqes optiques ("11 suffit de" passer aur des
rspbres terrestres convenus li 1'svance). Vest Ia raison pour laquolle cette
solution est habituellement retenue. Elie prdsente peut-&tre des "cobts opdra-
tionnels" moine facilement qusntifiablss (aides accrue our Is position, rdsultunt
des ads do reesloes, charge do travail accrue etc), ais ceci sort du csdre de
notre dtude.

8. Comoaraison centrals clase 8/centrals elasse E + CPS

Diffdrentiel do coOt centrale clusase 8 - centras clauses E

1,44 -0,47 a 0,97

Pour quo Is solution A GPS salt avantageuse, il taut quo le cotit du CPS et de son
Installation (implantation et msaorviaeoeent d'une antenne directive en un lieu
favorabls do l'appareil etc) soit infdrisur h 0,97, molt pratiquesent celul d'une
centrals inortiells do closs C (3 Nm/h). Outro ce coOt financler, Ie spdcificateur
considdrers auaal Is coOt opilrationnel d'avoir un systbme dont 1'autonomie eat
r~duite h presque zdro (tout mu plum qusiquss minutes en ems de perte du CPS). PMois
Ilb encore, ceci nesat pus quantifiable st no pout done btre pris on compte dens
cotts dtude.

Nets i Une solution avee Doppler + GPS + "centrole inortielle" elasse E sot on prin-
cipe dgalomont envisagoable. 11 faudrait &lore qua le coOt combind du Doppler et du
GPS soit infdrleur A 0,97, ce qui aemblo trbs improbable.

5.3 AUTRES FACTEURs rONDANENTAUX POUR UNE ETUDE DE COUTS zLE VOLUME DES EQUIPENENTS'
ET LA GUANTITE Sill EN EST PROSUITE

Done tout ce qu'on a considdrd juaqu'ici, lea centrales Inertielles dtuient
ceractdrlados par un soul parambtre % isura performances. Ce qui faissit implicitement
l'hypothbse :"toutes ehooss 6gales par ailleura". Parmi les chases qui peuvent no ps
Atre dgales par silleurs, 11 y en a mu moins deux dont l'ineldence sur lea cots est
prlmardlale, at en tout caa d'ordre de grandeur comparable A ce dont on vient do
traitor juaquliei s 11 slmgit du volume allou6 pour l'dquipement, at do is quantitt
d'dquipeuents h produire.

En ce oul concerns lea puantitils, ehacun eat saintenant familisriad avec lea
formules do Wright, du typo

C/C0  (Q./Q)Y

avac t

- C0  coOt pour In quantiti! Q.
- C c oOt pour Ia quantitd Q
- y (exposant) =paraubtre de ddcroissane des co~ts en fonction do Is quantitd, expri-

mant par example qua lea coOts sont multipliks par 0,9 quand lea quan-
ttdo doublont.

com plcbedn e iios vclaode egadu uvnaDns Ie ess des centrales inertielles, une telle formule peut 6tro considdre

- oz500
-Qcompris entre 50 et 5000
-ycoupnis entro 0,07 (lea coOta baissant de 5 % quand lea quantit~s doublent) et 0,24

lecoOt. asetde1 un lee quent itds doublent) avee une valour mddiane
autour do 0,15.

En e auL concern@ Igo volumes allouda our lee centrales inert iellea, I incidence stir
lst coOts eat trba importante. On pout mdmettre une formule du type t

C/Co = (V0 /V)Z

applicable dans lea limites at avec lea ordree do grandeur suivnntq

- V0 a 17 litres (pour 11unltdl inortiells)
* - V coapris entra 0,7 et 1,5 V0

- z compnia entra 1,2 et 1,.6, avee uno valeur prohablen cutourt do 1,4 (le coOt ent
multiplid par 1,6 loraque Is volume set multip)id par 0,7).

Encore tine foim, eos conmidirutiona recouvrent une varilt6d e technologies div't-
@am at lout. prix do marchil. Dons centain@ cmn, talle tectunoliqie atira "dou mt) h
oiuivro" (par example In gyrolaor pour lea foihles voltisen at I,*', hwilto performanren).

J5NidX J ANN-iANJAoU 1V (JjJflU01Il mI



male on trouvera toujours un "prix de marchd" pour le volume et Is performance sp~ci-
fiae, at c'est ce dont Ia formula se propose de rendre compte.

Clobalement. Dour tenir compte do* principaux psrambtres de coot, on pourra done
adopter pour lea centrales inertialles une formule du type suivant

C/C o  = [(Nm/h)o/(Nm/h)]
x 

. (Qo/Q)Y . (Vo/V)Z

Dana lea limitea et avec lea ordres de grandeur spdcifida plus haut.

TABLEAU : CLASSIFICATION DES CENTRALES INERTIELLES EN CLASSES DE PERFORMANCES

.CLASSEIE I i
I A 8 B I E

"--*::::' I PERFORMANCE I I
------------------- I-6 ----------I--- -,
I Nm/h 11 0,3 1 j 3 10 I 30 1

I------------- - - -------- - - ------- ----------- I-------- -
I x d 2 0,1-0,2 0,3-0,6 1-2 3-6 10-20 "

------------- ---- ----- - - --- - - --- ---------- I
m/15 min 3 200 600 1800 1 6000 is00 .

--------------- I - ----------------------- -------
m/s 4 0,4 1,3 4 13 40 L

.-------------- - "---- --------- -- ------------------ ----------
degrds (route) 5 0,07-0,2 0,2-0,7 0,7-2 2-7 7-20 "
---------------------- ----------- ----------- I------
I degrds (cap) 16 0,1 I 0,3 I 1 1 2 7
--------------- ....-.----- -------.-------------------- ---------- I
degr. (attitude) 7 0,05 0,1 0,3 I 1 3 I

FIGURE 1 - PERFORMANCES SPECIFIABLES

---------- ~~~~~~~--------------------------------------------------------CLASS2 I0E0I 02A B c D E"""-
":'. PERFORMANCE I--
.: /h 1 3 1, 0 soi.

r" xd ,-, 1-2 3-6 10-20"."-

r/is mln 3 200 600 1800 6000 18ooo

/ 4 0,4 1,3 ;- 13 40
------------ --- --- ---- -I--------- -----

degrds (route) 5 0,07-0,2 0,2-0,7 0,7-2 1 2-7 7-20

FIGURE 2 - PERFORMANCES - RPLI

I A i B I C I 0 I E I
I PERFORMANCE I I I I I-I".

ti y/h1 o,3 1 3 10 30 I
.' .. . .. ... x d 2 0,1-0,2 I 0,3-0,6 1-2 -610-20 ""

Sdeqrdr (route) 5 0,07-0,2 0,2-0, 0,7-2 2-7j 7-20 -"I.I,grdn (cap) 6 ,l 01 2 7

-- - -- - -- - - - ---- - - -

---------------------------------------- ----- ----------- I

I d,,qr. (nttitude) 7 0,05 Ol 0,3 I 3

FIGURE 3 - PE PERFORMANCES SP EAIF NR.SSIANT
NE ENRA NTIF

3SN~dXJ ±N3VNU3tAO:) LV LJiJl~dIIcI, l....
.. . .,3..-..... T. - .......... .
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CLASSE DE I
I A B C I

PERFORMANCE I
. ..---------------- --.-.-

Nm/h 1 0,3 1 3 10 30
----------------- I -..... ........ .- -I

I x d 2 0,1-0,2 0,3-0,6 1-2 3-6 10-20

m'15 min 3 200 600 1800 6000 18000

r/s 4 0,4 1,3 4 13 40

f degrds (route) 5 0,07-0,2 0,2-0,7 0,7-2 2-7 7-20
----------------------- ------------------- ----------- ----------- I

degrds (cap) 6 0,1 0,3 1 2 7
-------------------- -------------------- ------------- ----------- I
degr. (attitude) 7I 0,05 0,1 0,3 1 3

FIGURE 4 - SOLUTION DE REPL! SORTANT DU CADRE
D'UNE NAVIGATION AUTONOME

I LASSE DE I I
I" I A e C D I E
I"PERFORMANCE I I
------------------ ----- I--------------
I Nm/h 1 0,3 1 3 10 30
---------- ----------- ----- ----------- I ----------
"% x d 2 0,1-0,2 0,3-0,6 1-2 3-6 10-20
---------- I----------- ------I---------- ----------- -----------

a/15 min 3 200 600 1800 6000 18000
* ----------------- ---------- ---------- I------------------

I-r•/s 4 0,4 1,3 4 13 .40
-------------- I - ------------------ - -

degrds (route) 5 I 0,07-0,2 0,2-0,7 0,7-2 2-7 7-20
----------- ------------------------------------- ------
""derds (cap) 6 I 0,1 0,3 1 2 7
------ ---- - ----------------- I------------------------

= der. (attltude) 7 [ 0,05 0,1 0,3 1 3

FIGURE 5 - PERFORMANCES POUVANT ETRE SATISFAITES
SANS CENTRALE ]NERTIELLE

-- - -- - -- - -- - -- - -- - - -- - -- - -- - -- - -- - - -- - -- - -- - -- - -- - -

CLASSE I •IA I o I .

, .PERFORMANCE I "II-

------------------------- --- -
I P/h 1 0,3 1 3 10 X •-

S x d 2 0,1-0,2 0,3-0,6 1-2 3-6 10-20

---------------- ----- ------- I --------- -------- ---fr/15 min 3 200 600 1800 6000 18000 -

r/a 4 0,4 1,3 4 13 40
I . -------- --------------- --------

f degrds (route) 5 I 0,07-0,2 0,2-0,7 0,7-2 2-7 7-20 .
---------------- I----I-------------------- ----- I------ ----------I-degrds (cap) 6I 0,1 0,3 1 2 7 I
--------- ---- -- -------------------- ----------- ----------- I
degr. (attitude) 17I 0,05 0,1 0,3 1 3 -

FIGURE 6 - PERFORMANCES POUVANT ETRE ATTFINTES,
SOIT EN INERTIE PURE, SOIT EN INERTIE DEGRADE[ AO I

' 
o.

1ii?
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PERFORMANCE SPECIFICATIONS

OTHER SOLUTIONS

BASIC SOLUTION AJDED INERTIAL NAVIGATION
DEGRADED

INERTIAL NAVIGATION INERTIAL +GPS, OMEGA. R-OME
SYSTEM TACAN. DOPPLER RADAR etc.

REFERENCE COST COST

COMPARISON

CHOICE OF THE OPTIMAL

PERFO/COST SOLUTION

INERTIAL SYSTEM CLASSIFICAYION ACCORDING
TO PERFORMANCE

PERFOR~MAN4C[ CLASS A C 0 E
Long-tewm position 1 0.3 1 3 10 30 Nm/h.

ccuraty 2 0.1-0.2 0.3-0.6 1-2 3-6 10-20 X d

AI Short terrm positi onShor 3 200 600 1800 6000 18000 .n/15mIn
oaccuracy

Instantaneous ground 4 0.4 1.3 4 13 40 M/9

velocity accuvCyOA4

Instantaneous route 5 D.07-0.1 0.2-0.7 0.7-2 2-7 7-20 dog..
accuracy

Instantaneous hooding 6 0.1 0.3 1 2 7 deg,.

accuracy 0. 0. 1 2 7

Instantaneous attitude
Occuracy 7 0.05 0.1 0.3 1 3 deqs

INERTIAL NAVIGATION SYSTEM COST
PERFORMANCE EFFECT

FORMULA PROPOSED

C/Co = [(Nm/ho)/(Nm/h)] X

- (Nm/ho) 3 Nm/h long term position accuracy of the
reference system

- (Nm/h) = Long term position accuracy of the unknown cost
system

- co Re:ference bystem cost

- C = Cost of the considered system

- X , Coefficient 0.30 < X < 0.35

Interval of volidity 0.30 < (Nm/h) < 30

. . .--.
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RELATIVE COST WITH RESPECT TO
PERFORMANCE CLASS

I I

PERFORMANCE CLASS A B C D E

Nm/h 0.3 1 3 10 30

Cost with x - 0.30 1.99 1.39 1 0.7 0.5

I
Cost with x - 0.33 2.13 1.44 1 0.67 0.47

Cost with x - 0.36 2.29 1.48 1 0.65 0.44

INERTIAL NAVIGATION SYSTEM COST INERTIAL NAVIGATION SYSTEM COST
EFFECT OF A LARGE PRODUCTION EFFECT OF THE VOLUME

FORMULA PROPOSED (WRIGHT FORMULA) FORMULA PROPOSED -

C/Co (0cQ)YC/o ( V)

- Co = Cost for the quontity Qo (Qo = 500) - C - Cost for the volume V

- C = Cost for the quantity 0 - Co = Cost for the volume Vo (Vo 17 liters)
- Y = Coefficient 0.07 < Y < 0.24 - Z - Coefficient 1.2 < Z < 1.6 L

Interval of validity 5o Q 5000 Interval of validity 12 I V 26 I

EXAMPLE OF
NAVIGATION SYSTEM FOR HELICOPTER

" -" (HAP-PAH2 EUROPEAN HELICOPTER)

3 SOLUTIONS

0 INERTIAL SYSTEM CLASS B (lNm/h)

C INERTIAL SYSTEM CLASS D (or E)
+ Optical Position Updating
+ Doppler Radar

© INERTIAL SYSTEM CLASS E
" ,+ GPS

COMPARATIVEJ C13- CO= 0.7 Co > Optical Foi'otion Updating
COST { + Doppler radar cost
PROBLEM CB- CE- 0.9 Co >, GPS cost

?

6Nk,4X .N4NWJiAO!0 LV FUd;)0QUudJU
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NAVIGATION - ACCOUNTING FOR COST

DERRICK J HAMLIN BSC., MSc
GEC Avionics Limited

Rochester, Kent, MEI 2XX. UK

SW~ARA
:" ~~SUPMIRY-".."

The ideal navigation system, from the point of view of the supplier, is a saleable
system. From the user's point of view, the ideal navigation system would support the
operational functions of his vehicle with perfect precision at all times. That the
matching of these aims has been challenging is evidenced by the staggering array of
systems which have been marketed for the purpose since the 1940's, the range of
principles employed, their characteristics and their costs.

It is the purpose of this paper to survey the contending technologies for the
navigation element of various types of guidance and control applications and to
illustrate the practical constraints on both supplier and user in attaining the ideals.

The paper provides examples from both civil and military fields which are relevant
to guidance and control, where improvements in cost effectiveness are being achieved.

I INTRODUCTION

$100,000 for a single electronic unit designed merely to tell you where you are may
well be suprising to those who are unfamiliar with the use of Inertial Navigation
Systems; the admission that such devices are expected to be wrong by perhaps 5km in
normal operation is usually treated with disbelief; and the realisation that many civil
aircraft boast three each, increases the mystery.

than At the heart of this puzzle, which has taxed guidance system manufacturers for more
than thirty years, Is the need in many diverse applications for autonomy of operation.
Radio navigation receivers are far more cost effective by comparison, but they are
dependent on external influences which cannot be regarded as trustworthy in all
circumstances.

The traditional users of navigation systems - ships and aircraft - have generally
been content to suffer the cost penalties associated with their purchases provided that
the units function reliably and reasonably accurately.

As weapons have become more autonomous, however, these too have begun to demand
high precision over long operational flight-times. Unlike aircraft though, where the
cost of the navigation sensing might be only one fiftieth of the cost of the air
vehicle, the contribution can rise to one fifth in the case of missiles, unmanned
vehicles and land vehicles when significant periods of autonomous operation are
required. (Reference 1 and 2).

Three conflicting demands then are placed on the navigation system architecture. It
must operate (everywhere and at all times) with high precision, require no external
aids, and cost a relatively insignificant amount compared with the vehicle.

The diversity of customer choice, however, sometimes makes selection of a suitable
device an onerous task. The problems are no less for the guidance system supplier who
perpetually strives to match the laws of physics to the three criteria - autonomy of
operation, accuracy and cost.

The object of this paper is to give some of the reasons for the conflict between
these factors and to show the broad relationships between the factors for some of the
presently available systems.

It concentrates on the position determination element of guidance and excludes
.. ." consideration of target seekers, command links, and flight control. It also attempts to

make the subject more manageable by avoiding the various combinations of integratd
system, even though these can contribute greatly to the accuracy and robustness of
navigation performance in some applications.

2 THE NAVIGATION REQUIREMNTS

It is instructive, first of all, to describe the naviqation function which i
separated into two parts for this purpose - an active part and a passive part. The
active process, that of locating the vehicle, refers to setting the vehicle in position
and on a desired track at a particular time. It is closely related to flight guidance,
energy management, minimum flight separation, terrain avoidance, 4-D rendezvoon l
mission management.

The pnnnive procenn, that or i -nal i ation, refern to dlv, o Hi Il- 1 ...It tion .i th,
vehicle At A ;liven tim'. In Con tli,'tion with accurate :ii,1hl - 11n,'. t id.lo communicat I,,, ,
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and perhaps electra-optical or radar sensors, this function is closely related to target
acquisition, weapon aiming, gun-laying, and sir traffic control, for example. In
addition, in many cases it supplies vind vector estimation, vehicle rotation rates and
precise attitude, heading and velocities from the same system. It is therefore truly a
mul1tifunction facility, which accounts for its potentially high value in supporting the
flight and mission avionics of a manned aircraft, but it also accounts, to a great
extent, for its relatively high cost.

Of primary importance to the overall navigation system cost is the accuracy
required by the user and this is naturally dictated by his application. Over a wide
range of applications, performance needs may be anything from 1 metre at one end to 10
thousand metres at the other.

An accuracy of I metre is required for surveys and one system can be lowered 6 km
down an oil-well drill shaft while reading out three dimensional position to this
accuracy. Further down the scale, the navigation community encompasses, for instance,
the road navigation of public service vehicles, ballistic missile guidance, military
vehic:les, submersibles and ships - essentially in a decreasing order of accuracy.

The lower end of performance is adequate for long-range civil airliners and, by way
of example, for interplanetary missions. (The Pioneer spacecraft was well within this

accuracy after its 800 million kilometer leg to Jupiter.)

Autonomy is the the next cost driver. Does the system have to operate within the
specified performance limits for long periods without help or can its errors be
corrected occasionally? Can it receive reliable radio signals or is it underground,
below the sea surface or in a built-up area? More particularly, is the user sensitive to
temporary or permanent loss of external radio aids as in the case of pilots of long-
range civil aircraft or battle-field commanders?

r Not surprisingly, the wishes of the customer are reflected in the price he pays;
and prices range over more than two orders of magnitude. Even the lowest cost of radio
navigator at about $2,000 is expensive for some users, and its range of operation quite
limited. At the other end, $500,000, the costs reflect more the desire either for
accurate, unaided operation over periods of many hours or for extremely high accuracy
over much shorter periods. Moreover, these costs relate to discrete equipments, not
necessarily to integrated systems. (In this document, costs have been normalised to 1984
U.S. Dollars using an approximate annual inflation rate of 7% where appropriate).

3 THE PRINCIPAL SYSTEMS

Trimming back the number of navigation technologies to a manageable selection for
this analysis is probably unjust to those omitted members of the community which have
perfectly valid application in certain circumstances. However, the following list
illustrates the major contending techniques and encompasses the general principles of
all the others.

RADIO NAVIGATION AIDS
Short Range Navigation, Area Navigation
Loran-C
Omega
GPS Navstar

AUTONOMOUS NAVIGATION SYSTEMS
Inertial (Platform)
Inertia'l (Strapdown)

3 Doppler/Heading

COMMUNITY NAVIGATION SYSTEMS

A broad grouping of types leads to a distinction between non-autonomous systes
based on radio transmission, fully self-contained or autonomous systems, and systems
based on data-links which either remotely measure the vehicle's position or relate each
member of a community to the others. Clearly, the last mentioned category is not-
autonomous and depends on the maintenance of meaningful transmissions between members.
When data-links are employed for navigation it is generally due to their adoption for
quite different operational reasons. Nevertheless, if they can be used, a marked
reduction in vehicle navigation cost is possible. Typical examples are unmanned target
aircraft and remotely piloted vehicles but, as far as the general user is concerned, th
restricted line-of-sight operational radius impairs the value of the technique. JTIDS,
an example of this group, is primarily a communication system hut its correlation
processing In principle permits triangulation among its users. Accurately computini
positional information from the ever-changing gemometry of a grouip of vehicles present,
a non-trivial problem however and maintenance of continuous, reliable communication for
t his purpose makes its cost effectiveness questionable if used purely as a navigational
aid for some of the members of the community.

Concentrating now on the radio navigation aids, in Table 1, VHF area navigation
systems have been selected in order tn illustrate the cost and performance of shiort
range receivers with coverage up to ahout 200 km for air vekliclo. They form the lo~wrf;t
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coat navigation systems with prices ranging from $2,000 for general aviation VOR
receivers alone, to $5,000 for VOR/OME fits and to $25,000 for the most sensitive
VOR/OME-based full area navigation Bystems. (Reference 3). In addition to their limited
range, however, they suffer from interference and anomolous propagation effects causing

r errors of the order of 3 km at medium ranges. (Reference 4 and 5) . There is little
chance of reducing the cost or the errors of these systems because they are produced in
relatively small quantities - being restricted in application largely to the aviation
world - and they are essentially 'analogue' in nature and unable to benefit from the
increasingly advantageous prices of digital components.

The range of operation of Loran-C is far more attractive and can extend to 2000 km
over water but propagation anomalies cause errors to increase from 50 metres for pure
ground-wave propagation, to 500 metres or more when corrupted by sky waves. Costs for
commercial equipments range from $1,000 to $20,000 and military equipment specifications
push the price beyond $30,000. Here again, there is generally little attraction in
reducing the costs, due to the limited appeal of a relatively local aid, although the
accuracy in good conditions is valuable for some applications such as off-shore
operations and a $1000 unit is now available for marine use. (Reference 6).

Omega is a significant improvement over Loran-C in terms of uniform global coverage
and the redundancy inherent in the multiple Omega and VLF transmitters provides
protection for the user against spurious functional failure in individual transmitters.

j Its errors, though, are much greater than Loran-C due to the ionspheric, wave-guide
propagation mode on which Omega depends. The best modelling available for the systematic
propagation errors results in errors of the order of 3 km to 5 km but less complete
models are implemented in some cases and higher errors are possible in certain
circumstances. Multi-frequency processing, transmitter selection logic, and propagation
modelling have made heavy demands on the computer architecture in the past but this has
been rectified in more recent designs by introducing microprocessors and lower cost
store technology. Major improvements have occured in the size and cost effectiveness of
Omega receivers and the facility would be more attractive but for the promises of the
Global Positioning System - Navstar.

Without doubt, the prospect of automatic position determination to an accuracy of
10 or 15 metres, anywhere on the surface of the earth, is the most profound development
in the field of navigation in many years. (Reference 7 and 8). That this can be achieved
in the majority of applications at a cost to the user comparable with the far less
capable conventional long and short range radio aids has to be regarded as a useful
contribution to the cost effectiveness of guidance technology.

The user equipment costs shown in Table 1 are projections from earlier programme
cost targets but these are now gradually being vindicated. As the production quantities
increase it is probable that an increased dependence on VLSI will occur and cost will be
reduced accordingly. This is due to the largely digital nature of the techniques
involved and relative ease of standardising the circuitry in silicon, compared with the
previous systems. At the more expensive military end, however, the price of the system
is inflated by the need to guard the overall system performance by careful integration
with an inertial navigation system. A further, large cost increment is added in the case
of high performance aircraft due to the need for controlled receiver beam-patterns that
demand complex antenna installation and beam-forming processes.

These aspects draw attention again to the critical problem of user autonomy. The
user system can be jammed in certain limited circumstances, the geographically fixed
ground elements can be destroyed, and, more importantly, the satellites in principle can
be disabled or simply switched off. Potential users in the civil aviation field are
reluctant to trust its aid if it can be instantly removed without warning, and field
commanders are suspicious of the total dependence of their forces on a single, even

Sslightly weak link. On the other hand, Transit has been in faithful service to both the
military and civil worlds for many years and it clearly illustrates that GPS, with its
significantly greater capability, will be even more widely used - subject to the
approval of the tax-payers of the United States of America.

Therein lies a further difficulty for non-American users. Installation and support
costs for radio navigation aids are extremely high and Table 2 lists some estimates for
these costs over a twenty year period for comparison with the user equipment cost.
(Reference 9). For the purposes of illustration, it is assumed that there is a community
of 50,000 users on the North Atlantic, Eastern Seaboard Loran-C chain. The twenty year
transmitter non-recurring and support costs per user equipment would correspond to ti.-

* equivalent of $7,000, or $350 per year for each user.

For Omega, the 'hidden' cost would be $18,000 over the twenty years and for GP3-
Navstar it amounts to $130,000 per user assuming 50,000 qlohal users. There is. il

rpresent, no intention of charging potential users for their oneO Of these systems.

p 4 AUT'ONOMOUS DEAD RECKONING SYST0MS

In the case of velocity vector dead reckoning and inertial navigation systems, ti'-
situation is quite different. Their autonomy and freedom from interference is s~ '
but, for the user, the cost of good performance is high.
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The two practical forms of velocity vector navigation, shown schematically in
Figure 1, comprise airdata-derived velocity or doppler radar coupled with a compatible
heading source. Airspeed is corrupted by the errors in the estimate of windspeed while
doppler measures true groundspeed and has a velocity accuracy which is as good as an
aircraft inertial system. The primary cost limitation to both, however, is the heading
measurement required to resolve the groundapeed vector into geographical axes. For
complementary performance in each case, the heading component cost is greater than that .
of the velocity sensor. Note that there is a single integrator in each channel which
transforms North and East velocities into position.

Performance of the airdata-based system is sometimes adequate for short periods of
a few minutes, and it makes a reasonable supporter for Omega and the short range radio
aids. In addition, cost, including a gyromagnetic heading source can be lower than the
$3,000 given in Table 3 provided that the navigator or pilot is interpreting the
information. At the higher cost end, the navigation function is generally only an
adjunct to other uses of high quality air data but, in either case, the determination of
the wind vector is by far the dominant performance factor.

With a one degree gyromagnetic heading sensor, a doppler solution is probably
feasible for significantly less than $35,000 but, it seems, none is available for air-
vehicles requiring a general navigation capability.

Matching the attitude and heading reference system performance to that of the
doppler causes a major shift in cost but good system combinations are now becoming
available with more successfully harmonised characteristics.

5 JUBRmAL SYSTMS

The acceleration vector, or inertial, navigation principle may be represented
generally by the diagram shown in Figure 2. The diagram shows across the centre, the
vehicle's acceleration measurements being corrected and resolved into earth's axes
before being integrated to give velocity and then position. Earth-related-compensation
terms are computed from the inertial system's own measurements of velocity and position
in order to take into account movement over a spherical, rotating earth. Gravity
compensation removes the fixed bias in the vertical direction.

The vehicle's acceleration vector is resolved into earth-related axes either by
ensuring that the package of accelerometers, which forms an orthogonal set, remains
stably oriented with respect to the earth's surface, or the accelerometer directions are
followed very accurately as the vehicle manoeuvres. The first approach is a gimballed
platform and this ensures that the sensitive sensor elements are isolated from the worst
effects of the vehicle's manoeuvres. However, the cost of the platform-supporting
equipment is high due to the high manufacturing accuracies required and the difficulties
of achieving high reliability of electro-mechanical components.

The second approach, the strapdown inertial navigator, deletes the gimbals and
their attendant problems but introduces almost impossible challenges for the design of
the sensors, particularly the gyros. (Reference 10). In short, it turns out that the
resulting strapdown cost for an aircraft INS is very similar to that of an equivalent
gimballed version but the equipment reliability can be improved by two to five times
with corresponding improvements in support costs.

The two integrators are clearly fundamental to acceleration vector navigation and
they likewise have a fundamental effect on system performance. In the first place,
advantageously, they attenuate short term sensor noise and produce very smooth
measurements of position in comparison with doppler which uses only one integrator. The
second effect of the integrators is highly detrimental. They accentuate sensor bias and
drift errors as the square and cube-law of time and need extremely good, expensive
sensors to bound the position errors to useable levels.

A typical system drift characteristic for gyro erros of the order of 1 0 /hr might be
represented in Figure 3 where, over 1000 seconds, the position error follows a third
order law to about 8 kilometers. Its attraction over short flight intervals, however, is
the slow start to the third order error characteristic.

This is reflected in the performance/cost relationship for various system types
given in Table 4, (Reference 11) with short range missile grades providing, in the main,

* . • . flight guidance stabilisation rather than true navigation.

Increasingly, AHRS units are being configured to provide navigation outputs as well
as other vehicle parameters and, in this case, the drift errors tend to range from
30km/hr to 500km/hr when used in isolation. These errors may seem large but systems of
this sort are usually velocity-aided with airdata or doppler information.

At the more accurate end, medium and high grade inertial navigation systems seem t"
range in price from $80,000 or $100,000 to maybe $500,000 but the values in this cas.
are more difficult to pin-down. Aircraft inertial navigation systems have ranged rt
performance from about 0.4km/hr to 10km/hr but in the main lie between one and two km/hr
with vel)clty errors of the order of 0.5m/sec. Ship systems are more massive devic..
with more accurate sensors that require a benign environment for stable performanc,,.
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A breakdown of costs as shown in Table 5 for a typical gimballed INS would show a
dominant contribution from the sensor cluster and gimbals. The computing element tends
to be far less significant. The rest of the components, with the exception of the
control and display unit, would be common to many applications and these rough
proportions would probably be maintained in most cases.

6 EXAMPLES OF COST REDOCING MITHODS

Various methods of cost reduction have been implemented in navigation systems, the
most successful being in the area of digital techniques and in the adoption of large
scale integrated circuitry. For example, one approach to improved doppler design has
achieved marked reductions in doppler sensing costs for aircraft by means of simplified
antenna manufacture, and by eliminating microwave and frequency tracker hardware. Figure - -
4 illustrates the unit.

More dramatic savings can be made in limited applications by precisely matching the
capability of the sensor to the environment. The single axis doppler shown in Figure 5
costs less than $1,000 to manufacture.

The manufacturing complexity of high performance strapdown systems is still a
significant impact on their cost but units of the types shown in Figure 6, employing
Laser gyros, have demonstrated an exceptional reliability in operational service - 7000
hrs mean time between failure in civil aircraft and over 2000 hrs in high performance
military aircraft. These results were achieved immediately on introduction into service.
The maintenance costs are also reduced by a factor of 8 over conventional platform
systems due to elimination of periodic calibration and clean-rocm maintenance
facilities, reduced spares handling, and improved self-monitoring.

Encouraging results can be achieved with inertial systems by simply leaving out
some of the sensors as in the land-vehicle heading reference system iliistrated in
Figure 7 which is used in conjunction with an odometer (speed measuring equipment).

CONCLUSION

The paper attempts to relate the dominant navigation technologies to the
performance and cost pressures experienced by users and suppliers. Although emphasising
a limited range of techniques, there are numerous variations on each and there are many

-., .others available for consideration in particular applications.

Some broad performance and cost bounds have been given which relate to the most
promising and widely adopted systems and examples of successful improvements in the cost
effectiveness of specific types of sensors have been presented.
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Nominal Cost Bracket ($K)
Accuracy

Low High Low High

VOR/DME, DME/DME 3km 0.5km 5 25

LORAN-C 500m 50m 1 30

OMEGA 10km 3km 20 60

GPS-NAVSrAR 150m lom 15 50

Table 1 Radio Navigation Systems

Non-Recurring Estimated Support
Cost Coat (WM
($M) Over 20 Years

LORAN-C 100 250

OME~GA 300 600

GPS-NAVSTAR 2500 4000

Table 2 Non-Recurring and Support Costs

Nominal
Accuracy Cost Bracket

(% D3istance Gone) (K
Low High Low High

Air Data, Gyromagnetic
Heading, Wind Vector 10% 4% 3 (25)

___________________ ___________________I

Doppler/AIRS 2% 0.3% 35 70

Table 3 Dead Reckoning -Velocity Vector

NominalCost Bracket

Lo ihLow High

Short Range Weapon Grade lOin/s Is/s 10) 30
(Agile)

Attitude and Heading
Sses500km/hr 30km/hr 15 45

Inertial Navigation
10tmslkm/hr 0.4km/hr HO200

Ships Inertial Systems 10m0.5km 200 500

Table 4 I('rtma) Navigation _attom -
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Inertial Measurement Unit 45%

Platform Drive Electronics 10%

Central Processor 15%

System Interfacing 15%

Power Conditioning Unit 5%

Control and Display Unit 10%

Table 5 Approximate Cost Contributions in a Gimballed INS
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Figure 5 AA 5501 Vehicle Doppler Speed Sensor

Figure 6 11-421 Laser Inertial Naviqltion Systom
(Courtesy floneyiwilJ InC.)
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DESIGN ADEQUACY: AN EFFECTIVENESS FACTOR

by

Dr A.RHabayeb
Naval Air Systems Command

Code AIR-320H
Washington D.C. 2036 1, USA

The fundamental concept of system effectiveness underlies the decision making
process of many people throughout history. The concept of system effectiveness will be
reviewed and examined from the perspective of weapon systems consisting of launch
platforms, targeting avionics, weapons, and targets. The tie-in between the various
elements of a weapon system will be discussed. System effectiveness methodology
provides insights into the design, development, utilization and tradeoff evaluation of
diverse types of systems. Because of the multiplicity and uncertainty of the variables
involved, the system effectiveness framework used in this paper is probabilistic. The
application of system effectiveness to hardware systems is based on three effectiveness
factors: (1) reliability (dependability), (2) readiness (availability), and (3) design
adequacy (capability). The paper deals with design adequacy as a key system
effectiveness factor. Design adequacy is A measure of how well a system performs its
functions. It is the most desired factor in the definition, design, and early stages
of system development. The paper presents a design adequacy quantification methodology
and shows the relationship between design limitation and adequacy. The design adequacy
methodology is based on the measures of adequacy, system parameters, subsystem
parameters and the employment phases of the system. In a weapon system context, the
performance parameters of a guidance and control subsystem, are interdependent with the
parameters of the remaining subsystems. The paper deals with three employment phases
of a weapon system. The three phases are: (1) prelaunch phase, (2) free flight phase,
and (3) end-game phase. Examples based on air-to-air missiles are given to illustrate
these relationships and concepts.

1.0 Introduction

New and emergent systems, like at no time before, must be responsive to increased
demands for: more and better performance; lower life cycle cost; longer operating
life; more productivity; and real improvements and attendant greater efficiency, in the
planning and allocation of fiscal resources. System effectiveness analyses, conducted
as early as possible, and continued throughout a system's lifetime, are a sound means
of achieving this goal. In the early design, research, development, test and
evaluation period, system effectiveness analysis will provide the needed tradeoff
analyses of alternatives and options, and methodologies for achieving objectives and
goals, and approaches for decision and choice making. This also provides needed
insight into the dynamics and critical design parameters so important in the assessment -
of Design Adequacy, the primary factor in performance achievement.

In recent times, the design and development of systems have become more complex
and have increased the need for systematic techniques, principles, and quantification
methodologies, System designers have been faced simultaneously with demands to lower
the cost and increase the performance under challenging conditionn. The outcome of
these demands is a tradeoft between performance and cost. Performance requirements
invariably include severe reaction and response time constraints which cannot be met
without the proper integration and resource allocation of personnel, intelligence,
hardware and procedures. At the same time system development cost reductions;,
accelerated schedules, and lack of complete system tests prior to operational usage
have combined to reduce the presence of adequate operational data banks, either in
quality or quantity. Accordingly, it is necessary to have a comprehensive methodology
of system analysis utilizing all available information both to pinpoint problem arear,
and to provide a numerical estimate of system effectivenesr. The purpose of this paper
is to put into perspective all the factors which must be considered in measuring the
effectiveness of hardware systems, and to investigate the particularly important factor
of Design Adequacy.

2.0 System Effectiveness Framework

Effectiveness is a desired outcome, state, consequence, or operation.
Effectiveness is doing the right things right, to achieve the objective. System
effectiveness Is a measure of the extent to which a nyntem can be expected to achieve A
set of specific goals. It can also be thought of nit the pr,,bability, P,,, that the
system will achieve its objective. System effectiveness is an interdisciplinary
subject which in based on probability, set theory, logic and oses the tools of system
engineering, analysis and synthesis.

In general, hardware systems are designed and developed to meet specific
objectives and goal.; therefore, one needs tools and methods to determine how well they
can achieve these- objective, and goals. The need for methods to measure the
achievement of design objective. Invariably leAtn e I- n .-.dttcejt of ny n I .,
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effectiveness and limitation. An accountable system effectiveness analysis is the most
appropriate method for tradeoff analyses of alternatives, comparing evolutionary
product improvement of existing systems to new optimized systems, evaluating the
operational utility of competing options, and for the assessment of technology impact
on systems. It further provides an analytical means for determining the viability of
how often and how far one should pursue product improvement or incremental changes.
The system effectiveness accountable factors are those which have significant influence p
on the desired outcome. For a hardware system, these factors are, performance,
availability, modes of operation, organization, safety, survivability, environment,
maintenance, repair, efficiency, compatibility and the like. Each factor in turn is
dependent on a set of parameters such as performance parameters, parts count, failure
rate, environmental conditions, real estate, down time, operating time, and similar
variables.

System effectiveness deals with the behavior of the system throughout its life
cycle. The quantification of system effectiveness must account for system limitations
due to degradation in system readiness, physical failures, and design limitation. It
follows that system effectiveness is a function of readiness, reliability and design
adequacy (performance). A framework for system effectiveness can be based on the
probabilistic notion of these three factors, and

Pse = Per Pr Pda (1)

where, Pse is the probability that the system is effective. Psr (system readiness) is
the probability that the total system is operating, or ready to be operated
satisfactorily. System readiness is a measure of the system support functions, e.g.,
maintenance, repair, and logistic. Readiness is the state of operability of the system
given it is available. Pr (reliability) is the probability that the system will
operate under stated conditions without malfunction for the duration of the mission; it
is the mission reliability of the system. Pda (design adequacy) is the probability
that the system will successfully accomplish its function given that it is operated
within design specifications. It is the measure for performance capability. It
reflects the degree of correspondence between specified performance and the capability
actually demanded by the operational environment. The use of a system outside its
design specification results in a limitation which reflects design inadequacy.

The system effectiveness factors in equation (1) are related to the factors used
by the Task Group II of the Weapon System Effectiveness Industry Advisory Committee
(WSEIAC). In the final report of January 1965, the Task Group II adopted the framework
for system effectiveness evaluation based on three factors: (1) availability, (2)
dependability and (3) capability.

The WSEIAC model is based on an enumeration of the significant system states over
the entire mission. System states are discernible conditions of the system which
result from events occurring prior to and during the mission. For example, the
condition in which the system is available and operable is one state. The condition in
which the system is completely or partially inoperable due to hardware, personnel, or
procedure is another state. A system can transition from state to state during a
mission. The structure of the model consists of three distinct parts, an availability
row matrix JAI. a dependability square matrix (Dj, and a capability column matrix Ijc.
It follows that system effectiveness |EJ is

IEI " AI IDiI l JC...
j-al a2 .an dll d12 .dn cl

d2 . .. . . .. d2n c2

(2)

dnl . . . . dnn cn

This model gives system effectiveness as a matrix of specified figures of merit or
measures-of-effectiveness (MOE). The array of state probabilities at the beginning of

a mission gives the availability matrix.
If the system has only two possible states: (1) operative, or (2) not operative

(in repair); then the availability matrix "A" consists of two elements al and a2 ,

A - (al a2) (3)

where, a1 is the probability that the system is operable at a random point in time, a2
is the probability that the system is in repair at a random point in time. The

probability that the system is in the first state is,

al . Mean-time-between failure (MTBF) - Pnr (4)

MTBF + Mean-time-to-repair (MTTR)

The probability that the system is unavailable, i.e., it is in the ,.cond state is,
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a2 . NTTR " -per (5)"i

NTBF + NTTR

If the system is available and there is no repair during the mission, then both models
equation (1) and (2) are equivalent. Under this condition, Psr is the single shot
probability of success and Par al- Since the system is available and repair is not
possible during the mission, the dependability matrix reduces to one element, d11 ,
where dll is the probability that the system is operable at the end of the mission,
given that is was operable at the start of the mission, which is equal to the mission
reliability, Pr. Similarly, the capability matrix contains one element, cI Pda-

2.1 Measures-of-Effectiveness (HOEs)

A measure-of-effectiveness (MOE) is any index which indicates the quality of a
system. In the simplest case it may be a measured physical quantity, such as velocity,
range, payload of an aircraft, or the number of targets that can be tracked by a
sensor. On the other hand, it may be a calculated quantity based on measurement, such
as mean down time, or mean-time-to-repair (MTTR). Also it can be a predicted quantity
based on measurement and/or simulation. For example, the probability that a system
will survive an attack will require prediction because there will be some uncertainty
about the attack condition and environment. MOE's serve to indicate what can be
expected from the system; they must be in an operationally oriented form that can be
readily understood and used. They should reflect the essence of the system; i.e., the
reason behind its existence.

System effectiveness is the term often used to describe the overall capability of
a system to accomplish its mission. For a missile, system effectiveness is the
probability that the missile will kill the target when called upon to do so under
specified conditions. Therefore, the single shot kill probability, Pkss is the missile
system effectiveness, Pse - Pkss. By this definition, the missile fails (i.e., does
not kill) (1) if it is unavailable or inoperable when needed or, (2) if it is operable
when needed but fails to kill. The first case accounts for system physical failure and
degradation in readiness. The second case accounts for design limitation of the weapon
system. The phrase specified conditions implies that system effectiveness must be
defined in terms of the requirements placed upon the system, indicating that failure to
kill and conditions of use are related.

2.2 System Partitioning and Hierarchy

The process of advancing from a coarse analysis to a fine analysis of a set of
logical possibilities is achieved by means of partitioning. Similarly, the process of
determining what should be in a subsystem, in an electronic package or on a solid state
wafer is a partitioning problem. The objective of system partitioning is to optimize
functional and structural interaction of the system's building blocks 'with respect to
design objectives. A given system can be partitioned into different functional levels
according to topology or function, or both. The selected partitioning levels are based
on complexity of function and structure. The following complexity levels are
considered here: systems, subsystem, functional block, function block, circuit, and
element, as shown in Figure 1.

The vertical structure of the hierarchy consists of a multiplicity of
substructures nested within the system. The horizontal structure of the hierarchy is
characterized by mutual support, interaction, or interdependence among the elements at
each level. Achievement of higher level objectives depends upon the functioning of the
lower level structures. At each level in the hierarchy, system functions are dependent
on subordinate functions. The relationship between functions is a chain interaction
whereby changes in system functions at one level will impact functions at other levels.
The higher the functions in the hierarchy, the more inclusive they are. That is,
system functions at one level account for a multiplicity of other functions in the
lower levels. Consequently, there is a hierarchy of MOE's.

System

Second-Level 
Partition:

Functional Block

Third-Level Partition:
Functional Blocks

Fourth-Level Partition:
Function Blocks

Fifth-Level Partition:
Circuits 7

Sixth-Level Partition:
Elements

Figure 1. Partitioning Level of n linrdwri', Sy1tem
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Combat effectiveness is the term often used to describe the overall capability of
a force to accomplish its objective. From a system analysis point of view, a hierarchy
of combat exists with vertical and horizontal structure as shown in Figure 2. The
upper levels (1, 2, 3, and 4) represent operational combat, and the lower levels (5, 6,
and 7) represent system and technology.

In this paper the NOEs of the different levels in the hierarchy of combat are:

Level 14OE

1. War Resources depletion rate
2. Warfare Mission Type Draw-down
3. Battle Kill rate
4. Duel Exchange ratio
5. Weapon system Single-shot-kill
6. Subsystem Figure of merit
7. Technology Figure of goodness

THE HIERARCY OF COMBAT
N FIRST LEVEL

sIWAIFAE TPSSN TPE SECOND LEVEL

STAGC AW ANTI-AIR LAND STRIKE

BATTLE ARENA THIRD LEVEL

AIR-TOGROUND AIR-T~OAIR AIR- CE

I - FOURTH LEVEL
' .RT LON'G 
RANGE RANGE

.EAPON SYSTEMI FIFTH LEVEL

PILOT AIRCRAFT viS a GUN

EU ISTEE |SIXTH LEVEL

PURzE WAl49AD PROPLSION AUPRANK CON ROL SEEKER

TECHN1OL D SEVENTH LEVEL
MW RF IR EO

Figure 2. Structure Of The Hierarchy Of Combat

The weapon system level is the link between the upper and lower levels. Its
effectiveness measure is the single-shot-kill probability, Pkss• The duel level deals
with the relationship between the parameters at the operational and system levels, and
t'is MOE is the exchange ratio. At the subsystem level, MOEs are generic performance

outputs of more than one technology, such as miss distance, off-axis angle, kinematics,
range capability, and lethality. They are referred to as figures of merit (FOMS), or
measures of performance (HOPs) . For example, FOs for an electro-optical (EO) seeker
are tracking rate, aspect capability, and minimum resolvable temperature (MRT) , which
accounts for the sensitivity, resolution, signal to noise ratio, the modulation
transfer function (MTF), and the field of view (FOV) of the various building blocks of --
the seeker.

The initial step in analyzing combat effectiveness is to determine the level for
which effectiveness is required. Under some circumstances it may be necessary to
quantify effectiveness at lower levels in order to establish the impact on higher
levels. For example, the impact of advanced technology on the operational combat
levels cannot be quantified directly. One needs a middle ground to provide continuity
in the evaluation, e.g., the weapon system level. Improvement in effectiveness at the
weapon system level, i.e., Pkss, is then projected into the next higher level, i.e.,
exchange ratio.

3.0 Effectiveness and Limitation

A system attains its objectives not through a ningle operational action, but
rather through a series of fundamentally different ones. Therefore, rystem objective""

*are attained through an integrated series of individual or cmbination of events, and
it makes no difference whether all these actions are performrd by one building block,
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different subsystems or groups of them. Primary interest lies in determining what
these events consist of, when, and why they occur. An event is defined in terms of
subset and sample space of an experiment, system, or organization. A sample space of a
system ts a complete set of elements such that any state of the system corresponds to
exactly one subset or element in the set. In this context, the elements of the sample
space of a system are the binary combinations of the events associated with its
functions. For example, if the functions of a system are a, b, c, then the system
sample space consists of 2

3 
- 8 elements. The elements are the binary combinations of

the events associated with the functions, e.g., AS, AC, BC, ABC.

System effectiveness may be made tractable by the application of system
limitation. This is represented by the set of events for which the desired outcome is
not achieved. Probabilistically, limitation events are the complement of effectiveness
events. Equation (6) gives the relationship between system effectiveness, limitation,
and the three effectiveness factors;

Psa PsrPda~r I - Psi (6)

where, Psi a system limitation.

The relationship between system effectiveness and limitation is illustrated in the
system space diagram, Figure 3, where the rectangle represents the total system space.
This is the set of events associated with the system outcomes. It includes
effectiveness and limitation events. In this diagram, a point in the rectangle
represents a possible system situation resulting from a possible trial. The limitation
region in Figure 3 accounts for all the causes of system limitation. Sometimes in
the conceptual phase of system development, it is easier to identify limitation than
effectiveness. That is, determining what the system cannot do is easier than
determining what it can do. It should be observed that due to multiplicity and
uncertainty of the variables, system effectiveness is neither absolute nor
deterministic, i.e., it cannot be measured exactly by an instrument, but it is rather a
probabilistic concept and it should be so treated.

EFFECTIVEIESS

LIMITATIONS

Figure 3. System Space Relating System Limitation and Effectiveness

Probabilities are defined in terms of events. It follows that the analytical
framework of system effectiveness can be represented in terms of the events of the
three effectiveness factors as shown in the Euler diagram of Figure 4. In the diagram,
the limitation regions are labeled unreadiness (unavailability), inadequacy
(incapability), and unreliability (undependability). Total system limitation is
represented by the Venn diagram in Figure 4, which is the area bounded by the
limitation regions. System effectiveness is the region of the rectangle which i.'
outside the Venn diagram. Figure 5 is another representation of system effectiveness
and limitation, it is the complement of Figure 4, where system effectiveness is the
inner region of the Venn diagram, and system limitation is the remaining part of therectangle. The Ruler diagrams of Figure 4 and 5 show that the limitation and

effectiveness events overlap each other. Both diagrams show eight disjoint regions,
seven of them represent limitation events and one represents effectiveness. The
limitation regions in Figure 4 are not mutually exclusive and therefore the limitation
events of unreadiness, inadequacy and unreliability may or may not be statistically
independent. Therefore, the effectiveness factors are interdependent operationally,
and system effectiveness requires they occur simultaneously.

EFFECTIME9o

Figure 4. vents Diagram Of System Lfactivenens And Limitation
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EFFECTIVENESS

Figure 5. Events Diagram Of System Limitation And Effectiveness

If the events in Figure 4 and 5 are not statistically independent, then the the
probability Psr, Pda, and Pr are conditional probabilities. From an operational point
of view, readiness or availability events must occur first, i.e., the system must be
ready or available at the time of mission. Therefore, availability events are not
conditional on the reliability or design adequacy events.

Inadequacy, unreliability and unreadiness events are random in nature and
sequential conditioning is not a reasonable representation of their occurrence. For
example, unreliability events may occur during testing, storage, transportation, or
captive carry, and if undetected it will influence the new state of design adequacy.
On the other hand, design inadequacy can be the state of the system before its
application. Consequently, inadequacy events had occurred prior to system employment
regardless of reliability and readiness. Design adequacy is built into the system a
priori and is fixed; what changes in the adequacy perspective is the environment, e.g.,
new applications, conditions, or threat. Similarly, reliability is built in the system
at the time of putting it together. Degradation in reliability is a function of time
and the environment. Readiness represents procedural, e.g., repair, maintenance and
operational, e.g., logistic, training, and captive carry events.

Quantification of the system effectiveness factors is done in steps at different .
times. Design adequacy is evaluated in the early stages of system design and
development where, readiness and reliability data are not available. It is determined
from performance analysis by simulation or experimentally. Consequently, design
adequacy is quantified by assuming that readiness and reliability events had occurred
as specified. Reliability is assessed from the block diagram of the system, and using
parts count and failure rate of the hardware. Reliability calculation assumes that the
performance and readiness are as specified. On the other hand readiness is estimated
from the reliability assessment, and the mean-time-to-repair (MTTR). The estimation
assumes that the system will operate within its design limits. Some aspects of
reliability, (e.g., redundancy, hardware quality and testing) or readiness (e.g.,
modular design, and human factors) can be accounted for in the early stages of
developing design adequacy. It follows that, system effectiveness quantification is an
interative process. After the system has been operational, feedback can be used to
update the quantification of design adequacy, reliability and readiness. In general,
the three effectiveness factors are quantified separately from each others.
Accordingly it is reasonable to assume that the effectiveness events are statistically
independent.

4.0 Design Adequacy:

Design adequacy is an indicator of how well a system performs. It is a measure of
the capability of a system to perform satisfactorily in its operational environment.
System design adequacy Is the probability that a system will successfully accomplish
its function, given that is is ready and reliable. This probablility is a function of
such variables as the operational environment, system accuracy, design limits,
interaction and organization of its subsystems, system inputs, and the influence of the
operator. System design inadequacy accounts for the usage of a system beyond its
design capabilities, even though the reliability and system readiness may approach
ideal values. For example, the ineffectiveness of a missile designed to engage
subsonic targets when used against supersonic targets in due to design inadequacy even
if Pr-Psr-

1
.0. Design adequacy reflects the degree of correspondence between specified

performance and the system capability demanded by the nperational onvironment.

Simulation, experimentation, and system analysis provide the tools of quantifying
design adequacy. The design adequacy of a system, Pda, cnn he entimated from knowledp.,
of the system performance when it is operated within specification, and from knowledge
of the performance required to achieve success in the mil;(!Oon for which effectivenernn;
is being evaluated. To clarify this statement, considor an airborne communication
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system with a mission duration of 5 hours. Further, consider that on the average
during 10% of the mission time, the aircraft will be called upon to operate at a range
beyond the performance capabilities of the system, even though the communication system
operates at optimum performance level, i.e., within design specifications. In this
example, Pda = .9, which implies that the system is adequate for the mission only 90%
of the time. Assume that the reliability of the system, Pr = .95 and that the system
will operate within specification for a period of 5 hours. Furthermore, an estimate of
system readiness, Psr, based on operating time, down time, free time, and available
spares shows this probability to be 94%. Therefore,

Pse = (.95) (.9) (.94) - .8037

If the hardware reliability were improved so that Pr = .999, and system readiness were
Psr - .97, then

Pse - (.999) (.9) (.97) - .87

Similarly, for an air-to-air missile, if for the majority of combat encounters the
missile does not intercept the target on the average 10% of the time due to target
maneuverability, then the design adequacy of the missile is Pda - .9.

4.1 System Design Adequacy Model

The quantification of system design adequacy, Pda, is a difficult and complex
system problem. This is because the design capability of a system is dependent on the
performance of its subsystems, and the operational environment. Therefore, the system
performance parameters are operationally dependent on the subsystem design parameters.
Consequently, the quantification of system design adequacy requires the determination
of the statistical and the functional relationships between the parameters. For
example, the range capability of a missile as a system parameter depends functionally
on the propulsion, airframe, and the seeker subsystem design parameters. Similarly,
the range capability of a radar as a system parameter depends operationally on the
antenna, transmitter, receiver, and the display subsystem design parameters.
Accordingly, the system design limitation due to one system parameter is influenced by
other system parameters. An approach to render tractability to design adequacy is the
application of system design limitation Pdl, where,

Pdl = 1- Pda (7)

Equation (7) defines the events of design limitation as complementary to the events of
design adequacy. The quantification of the design limitation requires the
identification of the factors which affect the accomplishment of the mission. The next
step in the process is the determination of the functional and the statistical
relationship between the system parameters. That is - determine if parameter 'a" is
dependent functionally and statistically on parameters "b" but is, independent of
parameter "c' .

Consider system (S) with two system parameters *a" and "b"; let *A" and "B" be the
design limitation events associated with the parameters "a," and "b" respectively. The
system parameters are interdependent and their influences on the design limitation of

- the system are not mutually exclusive. That is, system design limitation due to 'A"
will partially occur during design limitation due to B. The example is illustrated by
the ruler diagram of Figure 6.

ii"
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Vigtire 6. ruler Diagram Of Two Not Mutunlly I.: .tiiitv, !;ynt,,m r.:v,.iti;

i.'M4'.J .LN40MJAL) IV dIJ)J)IMId Pt
... ... ,_ ,_.. , _............................................................................_.... ... . .. . .. .. . :-:,



4-8

The rectangle of Figure 6 represents the total system design space i.e., design
adequacy and design limitation. In the diagram the system design limitation events are
represented by the two overlapping circles, where A is the complement of A. The system
design adequacy is defined by the region of the rectangle which is outside the Venn
diagram. The design limitation due to either/or events A and B is

Pdl - P (A + B) - P(A) + P(B) - P(AB) (8)

If the events A and B are statistically independent, then by definition, P(AB) - P(A) -" ..
P(B). Similarly, for a case involving three parameters "a," "b," and "c," one can
write the probability of design limitation to be

Pdl = P(A+B+C) I P(A) + P(B) + P(C) - P(AB) - P(AC) - P(BC) + P(ABC) (9)

as shown in Figure 7.

Aid

Afia Ai

ABC

Figure 7. Euler Diagram Of Three Not Mutually Exclusive System Events A, B, C

Design adequacy can be calculated directly from the Euler diagram describing the total
relationship between adequacy and limitation. Consider the case of Figure 6, design
adequacy is the region outside the Venn diagram and represents situations in the which
both A and B occur:

Pda I P(AB) - I - P(A) - P(B) + P(AB) (10)

For the case of three not mutually exclusive events represented by Figure 7

Pda - P(ABC) P 1- P(A) - P(B) - P(C) + P(AB) + P(AC) + P(BC) - P(ABC) (11)

For the general case of "n" not mutually exclusive events representing In' system
parameters: al, a2. , an:

Pda P(AA 2 A3 ..... An)

- 1 - (A1 )- P(A2)-...-P(An) + P(AlA2 ) + P(AlA3 ) +...+ P(AlAn) + P(A2A3)+
..+P(A2An) P(AlA2A3) - P(AIA 2A4 )-. .. P(A2A3An)+... + P(AlA2... .An)

n n n
= 1 - E P(AI) + Z P(AiAj) - E P(AiAjAk) +...+ (-I)n P(AlA 2 .. .An) (12)

If the events Al, A2 , A3 , . . . An are statistically independent, then the compound
probabilities in (12) are the products of the probabilities of the events, i.e.,
P(AlA 2A3 ) - P(Al)P(A 2)P(A3 ).

The preceeding discussion is best illustrated by an example. Consider a tactical
air-to-air guided missile (AAM) and the six system parameters and their functional
relationships: (1) Off-boresight Angle (OBA); (2) Target Aspect (TA); (3) Missi1'p
Range; (4) Accuracy; (5) Lethality; and (6) Maneuverability.

Off-Boresight Angle (ORA) is the angle between the bore-sight line or armament
datum line (ADL) and the line-of-sight (LOS) to the target. ngle-of-attack (AOA
ora) is the angle between the ADL and the flight path vector V. The relationship
between (OBA), (ADL), (LOS), (AOA), velocity vector (V), seeker gimbal angle and
tip-off angle are shown in figure 8. Assume ejection launch, the missile will
separate parallel to the ADL, and because of the flow field and differential
velocity, it will tip-off and become closely parallpl to the flight path of th"

launch platform.

SNidxi 1NJ14NYJA09 IV 0 1:mwuml(i 1ki

- . . .".•.. . . . % , :. . -- . . . . . . . . .



4 o

Target aspect is the target profile presented to the seeker during lock-on, tracking,
and the end game and is vitally important to a successful intercept. It is the primie
indicator of the maneuvering intensity required to achieve an intercept, e.g., tail-on
will result in slower closing speed (Vc) whereas head-on Vc is the sum of the target's
and missile's individual speeds resulting in very high-gain maneuvering constants at -
intercept terminus. Target aspect effects the amount and quality of the missile
seeker's tracking medium, e.g., exhaust heat for a heat seeking missile; and reflected
RI signal for a radar missile. Various target aspects are shown in figure 8.

Missile Range, expressed as Rai n or Rmax , is functionally related to seeker sensitivity '-.

and its off-boresight tracking capability (seeker gimbal angle limits); aerodynamic
profile requirements (maneuverability and closing velocity Vc); and propulsion
subsystem performance. For every missile design there is a maximum aerodynamic range
that is the physical resultant of the propulsion subsystem. Launch aircraft airspeed
adds vectorally to the missile's airspeed thereby providing an additional range
component. Target aspect and the resultant Vc can add or subtract to the actual
maximum launch range. For example, in a classic forward quarter target intercept, the
launch aircraft's weapons system may compute first firing at a target distance that
exceeds the aerodynamic range of the missile, but is valid due to the combined
target/missile closing velocity (Vc) which acts to cause intercept at a distance short
of the missile's maximum aerodynamic range.

Accuracy is functionally dependent upon intercept kinematics plus seeker and fuze
sensitivity and resolution. The missile's guidance and control subsystem and its
propulsion subsystem must provide target intercept within a distance sufficiently close
so that the fuze will cause a lethal warhead detonation.

Lethality is functionally attributed to accuracy, intercept kinematics, and warhead.

Maneuverability is the missile's ability to roll about its longitudinal axis, to pitch
(pull g's) about its lateral axis and yaw about its vertical axis. It is a kinematic
design parameter functionally attributed to aerodynamic (skid-to-turn or bank-to-turn
control laws) and propulsion subsystems. Maneuverability is limited by aerodynamic and
structural design adequacy.

TAR~GETI
VARIOUS (TARGET) ASPECTS

aZ RELATIVE

600 J6JVL-111WIND

I ,.-o,.rr::

Figure 8. Relationship between OBA, ADL, LOS, , Ot and Tip-Off Anglo.
Tip-off angle - k(OBA+O) where 1.0< k.< 3 is an empirical number, and
gimbal angle must be 

> 
than tip-off angle to maintain lock-on.

Consider the case of four operationally related variables whose events ar-
not-mutually exclusiv, and are statistically independent. Let "A" represent
off-boresight limitation, "a is aspect limitation, "C" represents range limitation and
"0" is accuracy limi ation events. Figure 9 shows the design limitation diagram for
this case, it shows 21 * 16 disjoint regions.

b6NdxJ A NJfNUSAOUL J V (IJ0)UUH,, U



4-10

ABCJ

AnA

BCD

Figure 9. Design Adequacy/Limitation Diagram Of A Hypothetical Tactical Missile

Consider the case where, through simulation (using Monte Carlo or other
techniques) of many encounters, the system design limitations are, P(A) =.1,
P(B) - .05, P(C) - .08 and P(D)r .05. It is desired to know the design adequacy of
this hypothetical missile. From equation (12),

Pda - P(ABCD)

Since A, B, C and D are statistically independent, then

Pda a P(A) P(B) P(C) P(D)

= (.9) (.95) (.92) (.95) = 0.75

For this example, P(A) accounts for the limitations due to A only and limitations due
to AS, AC, and AD, as shown in Figure 9.

4.2 Design Adequacy Variables

If a system is operable when needed but fails to complete the assigned mission
successfully, then the failure is associated with design inadequacy. As the
operational stresses and the mission variability increase, the frequencies of physical
failure and design limitation may also increase. Moreover, operational requirements
sometimes exceed design objectives. For example, an increase in target
maneuverability, or a decrease in vulnerability can result in a decrease of system
effectiveness. Similarly, a surface-to-air radar designed for air targets may have no
system effectiveness against land targets. Design limitation events occur very
dynamically and in a mixed order during system employment. The outcomes of these
events are represented by random variables.

Statistically, design adequacy is concerned with both discrete and continuous
random variables. The number of design limitations (frequency) in a given mission, and
the number of poorly designed parts, such as detectors with sensitivity limitation,
power supply with limited current, seeker with limited gimbal angle, or kinematic parts
of low performance are discrete random variables. Also, in air-to-air encounters, the
time between successive gimbal angle limitation, the time between kinematic constraints

* . and time between losing lock-on due to inadequate seeker sensitivity are continuous
* random variables. Similarly, the time between acceptable message transmissions in a

communication system, or satisfactory delivery in a transportation system are
continuous random variables. These examples suggest that design adequacy data can b,'
collected in either form, as discrete or as continuous random variable observations, at
the discretion of the data collection designer.

5.0 Design Adequacy Prediction of a Hypothetical Ar-to-Air Weapon System

The system effectiveness analysis of an air-to-air weapon system involve:
consideration of five elements and their interactions. These elements are launch
platform, pilot, avionics, missile, and target. Each element of an air-to-air weape'
system consists of several subsystems. For example, thn missile consists of tiv"
subsystems: guidance and control, airframe, propulsion, warhead, and fuze. A logical
approach to the quantification of weapon system design adequacy in to consider thre.
operationally sequential and interrelated phases. The three phases are (1) pre-launch,
(2) intercept (free flight) and (3) end-game. Design adequacy of the weapon system iu
a function of the system limitation of each phase. System limitation probabilities
during the three phases are: launch opportunity limitation Plol, intercept limitation
Pil and kill limitation PkI. Figure 10 is the design limitation diagram of the three
phases of the weapon system.
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A = (pre-launch limitations)
B - (intercept limitations)
C = (end-game limitations)

I)

Figure 10. Design Limitation Diagram Of An Air-To-Air Weapon System

From Figure 10:

Pdl P P(A) + P(B) + P(C) - P(AB) - P(AC) - P(BC) + P(ABC) (13)

Where P(A) - Plol, P(B) - Pil, and P(C) - Pkl.

The system limitation events of one phase are not mutually exclusive of the limitation
events of the other phases, and

Pda - (1 - Plol) (1 - Pil) (1- Pk1) Plo PiPk (14)

The probabilities Plo, Pi and Pk are conditional probabilities of the sequential
events, pre-launch, intercept and end game, where Plo = probability of launch
opportunity, Pi - probability of intercept, and Pk - probability of end-game kill.

Plo is the probability of being in a position within the Launch Acceptability
Region (LAR) at some instant from acquisition time to the end of the encounter. It is
the probability of in-envelope launch given a ready and reliable system. This
parameter is a measure of the capability to shoot early, i.e., a high Plo is indicative
of a high capability to shoot first, and is a function of target acquisition by the
pilot and the weapon. It is a measure of the pilot's ability to maximize the
probability of being within the missile launch envelope after target acquisition and
before firing.

Pi - probability of intercept, given in-envelope launch. Pi is the probability
of the weapon intercepting the target within the Intercept Acceptability Region (IAR),
and accounts for the kinematic and guidance and control parameters.

Pk probability of kill given intercept. Pk is the end-game probability of
kill and is directly related to the missile intercept angle, the region of fuze
activation, and warhead effectiveness.

Referring to the system effectiveness equation Pse - Pda Pr Psr, and substituting
for Pda from equation (14) gives the system effectiveness of the air-to-air weapon ..

system expressed in terms of the conditional probabilities Pl0 , Pi, Pk, Pr and Psr;

Pse ' Pda Pr Per Pl2 o Pi Pk Pr Par (15)

- (1 - Plol) (1 - Pil) (1 - Pkl) (1 - Prl) (1 - Psrl)

= P (96)559)
P P (A/15) P(ADE) P(/A0lD) P(6/) P(E)

as shown in Figure 11, which shows there are (2)5 m 32 disjoint regions.

INTERCEPT AUNCII OPPORTUNITY
LINIQTI3 A IMITATION

EFFECTIVENESS

D - C ENO-GAME
UUEIBLT'Y LIMITATION
___________ -;.4 HRNEADINESS

rigure 11. System rf feet~ iveii.'in/Limi taL Ion 1) 1ay r am
Of An Air-To-Air Wenpon System
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The launch acceptability region (LAR) is a volume representing the missile launch
envelope within the target acquisition space. It is the region of valid launch and/or
firing opportunities. The intercept acceptability region (IAR) is a volume within
which the missile will intercept the target. The kill acceptability region (KAR) is a

6.' volume about the target within which given missile passage the weapon is lethal. The
events, valid launch, intercept and kill occur in the LAR, IAR, and KAR regions. These
events are multivariates and require three variables for their description.

5.1 System and Subsystem Parameters

The prime objective of system effectiveness analysis is the minimization of
limitations; for the hypothetical tactical missile, limitation is the bounded area
within the non-overlapping edges of the regions in Figure 11. The first step in the
minimization process is to identify and quantify the sources of limitation. The next
step is to establish the relationship between them. The third step requires relating
system and subsystem parameters to the measures of design adequacy (140A).

It is desired to relate the weapon system measures of adequacy Pl 0 , Pi, Pk, to the
system and subsystem functional parameters. over the three phases of the engagement,
the subsystems are (1) target, (2) pilot target acquisition avionics, (3) missile
guidance and control, (4) missile airframe and propulsion, and (5) missile warhead and
fuze. The system capability is the collective attribution of the performance of these
subsystems. The operational weapon system parameters are, (1) target acquisition
(pilot, avionics, and weapon) , (2) off-boresight angle (OBA) , (3) target aspect (TA)
which is the target view presented to the launch aircraft or missile from any point in
a target-centered sphere of view. All-aspect would be the capability to detect and
track a target regardless of its presented aspect, (4) kinematics of platform, target
and missile, (5) Intercept miss-distance, (6) lethality, (7) physical characteristics.
The functional relationship between subsystems parameters as the independent variables
and system parameters as the dependent variables is given in Table 1. For example:

Pilot target acquisition - F (target characteristics, acquisition aids, guidance,
aircraft and missile kinematics)

* Off-boresight -F (target characteristics, pilot acquisition aids, guidance and
control, kinematics)

Target Aspect Angle P (target characteristics, seeker detection and tracking
capability)

The weapon system Measures-of-Adequacy (NOA) as the dependent variables are
related as follows: *

P = F (OBA, TMA, target acquisition)
P1  - F (intercept miss-distance, kinematic, physical parameters)

Pk = F (lethality, kinematic, physical parameters)

TABLE 1
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For the short range air-to-air case, the probabilities PIo, pi and Pk are
determined by simulating a large number of encounters and accounting for the various
target characteristics such as maneuverability, velocity and radiation cross section. - -
The simulation is mechanized into three consecutive stages representing the operational - -
phases of the system. The simulation runs of the second stage assume the events of Plo
has occurred, and those of the end-game stage assume the events of Plo and pi have
occurred. Data from mock combat can be used to validate the simulated values of Plo-

Table 2 shows the functional relationship between the system parameters and the MOA's. .*' --

TABLE 2

14EASURES-OF-ADEQUACY AND SYSTEM PARAMETERS

A/A WEAPON SYSTEM

MASUM-Or- SUnOA mAUMW INTRCEPT EIID-GAHE
ADMACT PIG P Pk-

SYSTEM LAOKi LAUNCH ACCEPT- IAE INTERCEPT N5lto KILL ACCEPT-
PARAMNiT5IS MILITI Rlegion ACCEPTABILITY REGION ABILITY REGION

TARGET ACQUISZTION DW EDIWT Gi EONN NO

REACTION TINE a PILOT TARONT o UADoS-Ofr
STRESS a ACQUISITION AID o ACQUISITION AID
ACOUISITION AID a STRS8S TO SEEKER
ACQUISITION TRANSr o ACQUISITION PRO- a COUNTER MEASURE

ABILITY
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RANGE KINEMATIC AND TUE MISSILE MANEUVEABILITY
VILOCITY AND ALTIUDE PARAN1EEAE KINEMATICS
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AIRCRAFT
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NANEUVIRMILITT17

o MISSILE
MISSILE
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TIME-T0-INTEACEPT VELOCITY
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Figure 12 represents the design limitation during the three weapon systems employment
phases. The figure relate the system parameters to the measures-of-limitatlon, MOL.
Refer to equation (15) and let:

Plo - .85, Pi - .9, Pk - .95, Pr - .89, Psr = .96,
then

Pae ' (.85) (.9) (.95) (.89) (.96) - 0.62

However if Pr - Par - 1.0 then

Pse (.85) (.9) (.95) (1.0) (1.0) - .726

.d *1
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SWith the assumption Pr - Par - 1.0, the system effectiveness equation reduces to

Pse I 
P da, and the measure-of-adequacy NOA, becomes measure-of-effectiveness MOE. For

an air-to-air weapon system, there are other measures-of-adequacy, such as exchange
S. .ratio, first firing, first kill and tine-in envelope.

Ir. DISTANCE UUITATIOM

\ '*;00

libo"P LETHALITY

Figure 12. Design Limitation Diagram Of An Air-To-Air Weapon System

5.2 Design Adequacy Parameters Simulation

Design adequacy of an air-to-air missile includes sensitivity to variations in
altitude, required G's or maneuverability of the launch platform, closing or opening
range rate, and launch speed among others. Figure 13 shows kinematic sensitivity
comparison between two missile designs. These plots summarize the results of several
hundred Monte Carlo simulation runs based on a six degrees of freedom mode]. The
kinematic parameters are altitude, target G's, range and closing velocity (Vc ) . The
ordinate of the plots is the probability of intercept.

THRUST VECTOR CONTROLLED

1.~ - TC MISSILE 1. -AERODYNAMICALLY CONTROLLED VEHICLE

-(ACV) MISSILE

II. 1

P, PT

__LOW o III LOW MEO "I
ALtITUK 1100 ALT17UD( BANDS -:

I - .0 - 1.0

PPI'°

PPI

S 

.0

0ll I III I ON

COtIING NELOIIT IV,) (IO1ING VII II1 (VC

Figure 13. Probability Of Intercept P1 Versus Kinematic Parameters
Of Two Missiles

.iNi? .:.4:.tI ilJ (CI'.i
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Figures illustrate nominal "dogfight" missile envelope - target centered.

AM LAUNCIH ENVELOPZS: 10 units altitude, coaltitude with target.

-KINEMATIC

$-- -,,o o-OUNDAKY

Figure 14. Figure 15.

At launchs Ftr vel. (Vf) - NO.9 - Tt v el. At launth: Ftr vel. (Vf) = M0.8, Tgt vel. (Vt) = MO.95

Target starts immediate 5g horizontal starts immediate 5g horizontal right-
right-hand turn. hand turn.

The drama of design limitations is very apparent upon examination of the launch

envelopes shown in Figures 14 and 15. The figures give system design boundaries due to

kinematic factors (shaded areas) and sensor parameters (dashed area). Valid launch

must occur within the overlapping regions of the two boundaries. One can observe that

even a 0.15 Mach change in target velocity has a substantial effect on both inner and

outer envelopes. It should be pointed out that these are instantaneous envelopes and

are valid if and only if the target maintains the maneuvering condition Indicated on

the plots. That is, a sudden reversal in the direction of turn accomplished by a half

roll will nullify a significant part of the envelope for launches inside the target

turn beyond 10 units radius in Figure 15. The theoretical envelopes emphasize that

operationally, the dynamics of the situation deform the launch envelopes in a highly

unpredictable manner.

Conclusion

System design adequacy is an effectiveness factor which is a measure of the

capability of a system to perform its function. It is the key effectiveness factor in

the early stages of system development. Design adequacy of a system is a function of

the performance parameters of its subsystems and the environment. The paper presents a

design adequacy quantification model which accounts for the interdependence between the

buildinq blocks. In a weapon system context, the performance parameters of guidance

and control subsystems are interdependent with the parameters of the remaining subsysti;.

Therefore, the effectiveness of the guidance and control subsystem is highly dependent

on this interaction. The quantification methodology requires determining the MOA's,

the system and subsystem parameters. The determination of accurate relationship

between these parameters requires indepth knowledge of the hardware and is a very .

serious system engineering problem.

3SNidXt INJIMN3AOU J.V UJilhtlthi; III
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ABSTRACT

The usual reliability modeling is baeed an the introduction of a system state (herewith referred to Ms macrostate)
identifiled by the operating conditions (good, failed) of the system components. The inclusion of the information about
the states sequencing, absent In the classical description, leeds to the introduction of the concept of microstate. This
conce;* leacs to a transition diagram structure, whose peculisrity is exploited to derive a usefull comnputational
procedure for the state probabilities.

1. INTRODUCTION

The classical spproaches to system reliability are based on the concept of system state, which is identified by the set
of operating conditions of the system components.
If each component, as usual, Is described by two mutually exclusive operating conditions, i.e. good and failed, a system
composed of n components, iLe. of order n, has 2n states.
In this paper, for reasons which will become evident later on, each one of the above states will be referred to as

f mecroetata or 2effatin state of the system.
Let us now consideh following simple example. A system of order 3 has the reliability block diagram of fig. 1.

B and C are two identical units, C being the cold redundancy of B. A represents the switch, which is needed to activate
the redundancy In cose of failure of B.
The following realistic assumption Is made. the effect of a failure of A is that the switch remains in the position
occupied at the time the failure happens.
Being the system of order 3, it hes the 6 macrostates given In tab. 1, where 0 represents the "good' end 1 the "f ai led"
condition.

TAUi. 1

n. A a C SYSTLM

0 a 0 0 a
1 0 a 1 1]
2 0 1 0 0

4 1 0 0 0
5 0 1 0

6 1 1 a

JSNi~iXi l-N1VNkJJA.U I~V UJ~lI(UUd-iil
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The graph which represents the transitions, in case of no repair, is given in fig. 2, where A's are the components

failure rats.

.!, S4

S S

Fig. 2

In tab. 1, no information about the system ability to perform is associated to the macrostate S , in fact this
macrostate may be good or failed respectively if 8 fails before A or vieverse, i.e., according to the ;4 ; of fig. 2 if
S is reached trough the path S -S2-S or S-5 -S. Therefore, once the probability of S6 has been evaluated by -' --
whatever a method, one cannot asUilte thiS p1obAbility to any of the system operating conditions, unless it is
posaible to split it into the two contributions pertinent to the two pathe identified above. S
Now, am in general such a partitioning is not possible a posteriori, there we cases, like the one used as an example, or
in general when the needed information is carried out by sequencing of events leading to a certain state rather than by
occupation of the state itself, where the classical description in terms of macrostates is not sufficient to solve the
reliability problem.
AU the above motivates the introduction of the microstate (or evolutive state) concept, which enriches the
information content of the classical macrostate by adding the sequencing of events. The resulting peculiar system
states transition diagram will be presented in this paper, together with some theoretical results allowing an easy
evaluation of the evolutive states probabilities.

2. THE MICROSTATE AND THE DYNAMIC TREE

Microtate or evolutive state of a system is the set of information carried by a macrostete and by the sequence of
transitions leading to it.
According to the above definition, each macrostate which In a classical reliability transition diagram can be reached
by more then one path, will generate a different microstate for each different path.

With reference to the example of fig. 1, this is clarified in the following fig. 3:

1

513. '.-5

A %.

GOOD - FAILED

Fig. 3

ANi+dx '*i., .AUU Iv uiilUUU,Iku '~~~~~~~~. .... ,-................ .......
;;"•'

- . . ' . -. . . . . + . . ' , -. . ' . , " ' . .' . .. . . . .; . . , ' . . . . . ... ., .' -." .; , • ..- . - .... . . . . . . .
. . . . . . . . . . . . . .-. .,.......•. .-... ... .... . . . .. , ,., .."
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in fig. 3, differently from fig. 2, each microstate, a. can be reached by only one path, therefore it evidmntiates both

the operating condition of the components and, what nltutse the added information, the sequence of events leading
to auch an operating condition.
The comparison of fig.s 2 and 3 puts the sets of microstatee, Sit and that of macrostates, s. in the following

corrm mpgdance:

so " s4  {::s3)

S -{ 1}S se {s5. :S:8 :

1 { SO} 5* N'7 SO}s2 " { }s6 ( S "S"
s3 ' {S4" s67 0* N ' S11- s12' s13- S14" 's5-

The splitting of S into a, d si eliminates the ambiguity present in the description in terms of macrostate. In fact

now, according tothe dea ription given previously, 57 pertains to the set of good states, while s9 is a failed state.

The aliminRtion of the above ambiguity, is paid in terms of elarged number of system states, which is now grater than

the usual 2 (for a system of order n). In general the number of microetates is infinite, as can be immediately derived

with reference to the simple repairable component with an unlimited repair posibility, the microstate transition
diagram of which is depicted in fig. 4, as it is well known for those familiary with the Revewal theory:

Fig. 6

The problem is now the search of properties, algorithms and rules to cope with such a large number of microstates (end

then of equations), so as to have the opportunity of exploiting to sigvantages of the enriched information content.

To that purpose let us consider a system of order n (i.e. having 2 macroetates as each component has two mutually

exclusive operating conditions, the moat general case, from a transition point of view, is the one in which each

component can be subjected to the transition leading it to the state opposite to the one presently occupied. Less

general cases may be obtained by simply eliminating the branches corresponding to not allowed transitions.

Let us assume that the system is in the microstate in which all its components are in the "good" condition and the

system is released for the first time into operation.
When one of the components changes its operating condition, the system changes its microstate reaching one of the n

possible configurations characterized by I failed component and (n-i) good components.

Next event may be the repair of the failed component of the failure of one of the (n-1) good components.
Notice that in the macrostate description the repair is a backward transition leading the system into the macrostate

occupied in advance. On the contrary, in microstates terms also the repair is a forward transition leading the system

to a "new" microstate, characterized by the same macroetate information but by a different trajectory.
Notice also that the microstate reached by the sequence "failure of component i, failure of component j" is different

from the one reached by the sequence "failure of component j, failure of component i" even if, once again, the

resulting macrostate is the same.
Going on with the same procedure, one has immediately that starting from each microstate the system may, in
general, reach n new microstates, some of which may pertain to macrostates already encountered during the system

evolution.
The resulting transition diagram is a directed n-ary tree [1] , as shown in Fig. 5, where the figures on the branches

identify the components which cause the transition

Bn

.- o .

,2.. n.
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This is a very well know topologicel structure [1] , formed by noda C the microstates) and directed branches ( the
transitions) connecting them.
The structure ie organized by levels. The starting level (level 0) has only one node, called rooth, corresponding to the
initial miretate, in which the system is put into operation for the first time.
Next level (level 1) has In guneral n node, which w'e reached starting fromn the rooth by the n directed branches, each
row -etIng the felure of one component.
Next level (level 2) contains microststas which require two subsequent events to be reached.
In general, the level of a microstate is defined by the number of transitions necessary to reach that microstate
starting from the rooth, a
A collection of rules to dlfine the set of the mecroetates and that of the microstates and to pass from one set to the
other is contained In [2] .- %

If now the attention is put on the generl microataste a. and the assumption is made of constant transition rates, one
can state that:
the system is in a. at the time (t + At) if It was already there at the time t and no transition occurred in the
subsequent time inierval At, or if the system was in the microstate s., immediately preceeding s., at time t and the
transition leading from a. to si has taken place in the time interval 60t.

1 n formula, and in probability terms:

1 ( (t+ { - (XZ). )t} Pi t) + Aj P j(t)4t (A)

from which one has immediately:

W it) = -(ZL) P t) + A P.lt) (2)

where ( " )i represents the sum of the transition rates of the branches going out from si,

In particular:

(t) =-(XL) P (t) (3)
0 00

due to the fact that s is the first microstate and has not a predecessor.
If, as usual, the initia? ondition is.

Po(O)=1 (4)

the solution of eq. (3) is given by:

-(ZX)
P(t) = 0 (5)

0

Now, each microstate of the first level, el, derives from so, therefore, according to (2) and considering (5):

-(ZX) t
0()

PI(t) = -(Zl) PI t) + o

Solving each one of the equations (6) the probabilities of the microstates of the first level may be easily evaluated.
These probabilities are used to write down the equations of the microstates of the second level, which are similar to
eq. (6). And so on for the subsequent levels.
All the above outlines that even if the number of variables, the probabilities of the nicrostates, has been increased
with respect to the description in terms of macrostates, their evaluation is simpler, as by proceeding by levels each
variable requires the solution of an uncoupled differential equation.
If now the attention is put to the structure of fig. 5, nnd to the procedure that hrove ginerated it, one can easily
observe that starting from s on, each transition from a microstate partitions the subsequent microstates into
separated poesible system evoltions, which never converge.

A basic theorem refers tu the above separation property; it is given herebelow.
Theorem (fundamental):
let s be any microstate of a system of order n, and a.., - 1,2, , n, the microstates which can be reached with only
one terarlstion from s (i.e. the sons of s.). Each s.. is inturn the root of a subtree.
The probability associated with the overall set the microstates in the aubtree of any root s1f is given by the product
of the following two terms:

a) the probability, PF (t), associated with the overall set of microstates generated liy i"

b) the ratio between tha transition rate pertinent to the transition from a. to s. ni the s im (if all the transit, nai

rates Wing out of s0 (connecting then e with all the possible )

°-. I IU
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In formula, if P(i + )(t) indicates the probability of the set of microetates of the subLree of rooth sj, one has:

J IjI *

P + Ct) - P M)"(7)"
F tF 7) . ,

J-1 ii

Proof [3]
The differential equation associated with any microstate aij is (sea also eq. (2)) :

aI

P (t) - tA P(t) - P (t) Yl1j<n
I tilt i 'kit
i , .k=! - "

where the summation in the second term represents the cumulative transition rate of the transitions leading the
system out from a
Each term In the %. summation appears, as a positive term, in the differential equation of the microstates which
can be reached from s with only one transition. This last equation contains also a negative summation of terms, which
appear as positive tailr in the subsequent equations and so on. If in such a proceas is continued until an absorbing
microetate Is reached, the summation disappears from its equation.
Therefore, when in the second term of the differential equation of any microstate a negative summation is present,
the microstate Is not absorbing and the elements of the summation appear as positive terms in the equation of the
microetate. generated by it.
As a consequente sum of the differential equations relative to a.. and to the microstates originated by it with any
posible number of transition is: --

P .(t) = P (t) , V14j~n

Therefore by summing over j: ..

n

(t) = Z A. , (t)

Furthermore, according to the previous equation:

P (t

t (I +FA jt ,t

L
By Introducing this last equation in the previous one we obtain:I

M- Mjl .1P( + Cj )t) -----
1 -- Fi ( t) .

X" At i

J4vJdX ,. NUJ/Q .V UJ;)IiUU1J III
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the integration of which proves the theorem, if at t = o system is inizialized, i.e. put into operation for the first
time. 4W
Based on the above result, a computing procedure will be described in the next section.
Before going into it, we observe that, as it has been shown in [4] , the classical Markov approach in terms of
macrostates can be formally obtained starting from the microstates equations if the conditions of mergeability are
satisfied.
Those conditions imply, in particular, that different microstates pertaining to the same macrostate (and then which
have to be merged into it) cannot have trajectory conditioned transition rates.
This is an intrinsic limitation of the Markov approach, which, for example, requires an unlimited set of spares for
repairable systems.

3. A PROPOSED COMPUTING PROCEDURE

With reference to a system of order n, the following approximate computing procedure is based on the fundamental
theorem given in the previous section.
One hm immediately, see also eq. (5):

":* -- : -,' -(, L) t "
0 t8

0

Then, of course, the cumulative probability of all the remaining microstates (son& of s), is given by:
0

Po(t) = 1 -PoIt) (9)
f .o0

Now, according to the referred theorem, the overall probability of the general subtree having tooth on the first levelis: "-"-

P I+Flt M I -Po(t )1 (10)

(VA) ,

At this point the subtrees are examined to analyze if they can cumulatively be associated to a certain condition for
the system (e.g. system failure) relevant to be problem at hand. In this case the pertinent probability computed by (1U)
is associated with such iendition.
Among the remaining I level subtrees, the one having the higast probability is selected, and the probability of its
tooth s is evaluated by solving its equation of kind (6).
The pr;bability p W(t) is therefore evaluated and associated to the condition which is satisfied in .
Furthermore PF kt) is evaluated by substracking P1(t) from pI + F (t) of eq. (10).
At this point level subtrees originated by the evaluated sI are considered by applying the same procedure.
These subtrese are examined in terms of system coaditions to associate them to any condition. The remaining are
considered together with those not evaluated of the I level, in search of the new "pivot".
The procedure is continued until when the sum of all the considered microstates differs from one by an amount lower
then an allowed error.
To the purpose of a better appreciation of the above procedure, let us consider, as an example, the system in fig. 1, to
which the following value. are applied:

A = 200 FIT B = 3500 FIT . 350 FIT (IF B GOOD)
xC 3500 FIT (IF B FAILED)

It is requested to evaluate the system reliability for t - 10 years = 87600 hrs.

The applicable dynamic tree is as in fig. 3, from which one has immediately, according to ():

Po = 0.701328 (System good)

Again, according to (9):

PFO 2I - 0.701328 - 0.298672
and, due to the fundameontal theorem:

F1  .F 0.2911612 0.0l2411l

40N0
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P 350X X 0.298672 0.258111Z F2 4050
P 200"""P .F3 - x 0.298672 = 0.0147492

4050

The "pivot" is the subtree originated by 92, then:
-9 -9P 2 (t) = 35 x 10 Po (t)- 3700 x 10 " 

P2 (t)
The solution of which yelds.

P2 
= 0.218357 (System good)

Therefore:

P FZ = 0.258111 - 0.218357 = 0.039754

" F2 is the new pivot, then one has:

P+ 12 x 0.039754 = 0.0376051 (System failed)
3700

7 . 13 = 200 x 0.039754 = 0.0021489

3700

if P dF WW PG indicate respectively the evaluated probabilities of success and failure for the system, one has:

P= P 0 + P = 0.919685 (System good)
F P6+ 12 0.0376051 (System failed)

PF + P = 0.9572901 (overall evaluated probability)

Therefore if the evaluation would be truncated at this point the resulting maximum error would be:

I - PF -PG 
= 0.0427099

If the above maximum error is not acceptable by the required accuracy, as it is probably the case with a figure like the
one above, one has to select the new pivot between: P1 +F I P3 + F and P7 + 13'
In our case it is P1 + F then one has to compute P1, whicA results lo be:

and:
PF1 = 0.0039754

Therefore:

P 10 = x 0.0039754 = 0.0037605 (System failed)
4 03700

20o
- 5 01 O x 0.0039754 = 0.0002149

3 3700
The new evaluated probabilities we:

PG 
= 0.919685 + 0.0218357 = 0.9415207

PF = 0.0376051 + 0.0037605 = 0.0413656

P + P - 0.9828863
F G

-..... and the maximum truncation error is:

0.0171137
Again one has to decide if the above maximum error is acceptable or not; in case it is not the pivot has to be ident ifi,-J
among: P3 + FY P5+ 11' P 7 + 13"
It is P 3 + F' then a new evaluation step is started, giving-

P, = 0.0123955 (System good)

SF3 = 0.0023537
P 8 1 4 =x p 0.0002139

P8.14 "3850 F3
3500

9 + s 3500 x PF3  0.0021398 (Systetn failed)
. ,, 3850

, G = 0.9415207 + O.M 2955 = 0.9539162

P 
= 0.0413656 + O.021398 = 0.0435054

" PF 
+ 
PG = 0.9974216

maximum error =I -(P F +  = 0.0025784
If the above is still not acceptable, one notice that tie new pivot among: r

- ".I P7

ANJd A2 .'-'/VNUJAUU ILV U (J l1UUl1d Ill
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Then:

P 7  0.0019339 (System good)
P 13 =0.0030215 (System failed)

PG 0.9539162 0.0019339 0.9558501
P13 =0.0435054 + 0.000215 0.0437204

MaiI +P - 0.9995705
errim r ..9 10.0004295

The above procedure may be continued by considerirng P5 + 1 and P, 4
Of course the above is only an example, which has ')een selected to allow hand computations.

4. CONCLUSIONS

The present paper has pointed out the peculiar properties of the microstate concept, and of the consequent dynamic
tree structure, as alternative to the classical macroatata approach.
The resulting method has to be considered as a further tool to evaluate the system reliability characteristics, it is
particularly important in case of trajectory dependent behaviours.
A comnputing procedure has been proposed, which shows that, despite the number of rricrostates, in general infinite, a
truncated analysis can be performed to the desired degree of approximation.
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THE EVOLUTIVE STATE:

A NEW DEFINITION OF SYSTEM STATE TO INCLUDE SEQUENCING OF EVENTS

LET US START WITH THE FOLLOWING EXAMPLE:

B: INITIALLY OPERATING ITEM

C: Coil) STAND-BY REDUNDANCY OF B

A: SWITCHING FUNCTION. IF A FAILS IT REMAINS IN THE POSITION OCCUPIED
BEFORE FAILURE

THEREFORE: (0 - GOOD, 1 = FAILED)

p A FAILS BEFORE B

A B C SYSTEM
I 1 0 0 ..>

1 1 1 0 THE OPERATING CONDITIONS OF THE
COMPONENTS (I.E. THE CLASSICAL

A FAILS AFTER B SYSTEM STATE) ARE IDENTICAL, BUT
THE SYSTEM IS IN DIFFERENT OPE-

A B C SYSTEM RATING CONDITIONS.

1 1 0 1

1 1 1 0 l

THE CLASSICAL RELIABILITY DESCRIPTION USES THE CONCEPT OF STATE:

STATE - OPERATING CONDITION OF THE COMPONENTS

IS THIS SUFFICIENT TO COMPLETELY CHARACTERIZE THE SYSTEM?

TO ANSWER THIS QUESTION LET US CONSIDER THE EXAMPLE AND THE FOLLOWING SITUATION:

A AND B FAILED

IS THE SYSTEM FAILED OR NOT?

1) IF B FAILS AFTER A. THE SWITCH CANNOT ACTIVATE THE REDUNDANT BLOCK
SYSTEM IS FAILED

2) IF A FAILS AFTER B. THE SYSTFM IS GOOD OR NOT IS SO IS Tilf ITIM C.

J5NJdX NH.AAUU IV itJO~lUd.J11. . ....
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IN GENERAL:

THERE ARE SITUATIONS. WHICH ARE NOT FULLY DESCRIBED BY THE OPERATING CONDI-
T IONS.
RATHER THEY REQUEST THEf SEQUENCING OF EVENTS TO BE COMPLETELY EVALUATED.

EVOLUTIVE STATE

INFORMATION CONTENT OF THE CLASSICAL STATE (I.E. OPERATING CONDITION OF THE

COMPONENTS)

SEQUENCING OF EVENTS LEADING TO IT

CLASSICAL STATE I MACROSTATE

EVOLUTIVE STATE A MICROSTATE

THE SET OF THE MACROSTATES IS A PARTITION OF THE SET OF MICROSTATCS.

WITH REFERENCE TO THE EXAMPLE

S,9

IIA

- ~ ~ ~ 8 82M~ S7JfNJO so~ 82uu~ji ~-
.* ~ 

SO

S3--..--
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PARTITION OF THE SET OF MICROSTATES

so {Sol

~1 -{sl}

{2 }

S3  {SO.~

54 (S 3 1

S5  {s 5 . S8 }

~6 £{s 7 ' S9}

S7 { S1 0 .sll S12' SIP. S14' S15

IN GENERAL

FOR A SYSTEM OF ORDER N, THE MICROSTATE TRANSITION DIAGRAM IS AN N-ARY TREE;

NODES =* MICROSTATES
BRANCHES TRANSITIONS

- LEEL

n - LEVEL 1

- LEVEL 2

-LEVEL 3

3$N"dX J L14.LJNU3AOt) IV UQ11WUUd iu
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LET US CONSIDER THE GENERAL MICROSTATE S,

Pl(T + AT) - Ii - (Z)iAT] P(T) + A, e ( ) 
A.T

WHERE:

P (T) PROBABILITY THAT THE SYSTEM IS IN THE MICROSTATE Si AT THE TIME T

(-,A),* CUMULATIVE TRANSITION RATE GOING OUT FROM S

, TRANSITION RATE FROM Sj TO S.

AT = TIME INTERVAL

FROM THE ABOVE EQUATION:

(T)- ZA P (T)+ A "P (T)

IN PARTICULAR

SP(T) - ( )0 P0 (T)

IF (AS USUAL) P(o0) -1 -- PO(T) =

FOR S (MICROSTATE OF LEVEL 1):

SP(T) = ( IA)1 e1(T) + AlO e - ( )O T

FROM WHICH PI(T) IS DERIVED, TO BE USED TO FIND PII(T). AND SO ON.

J3-. .. I

• " ~~JgN'id *N .1, 4,NUJAOj J.V UJJII UUUd I-

. ......... ... ......................... . . .j .................. ..... ....... . .,.-,.... .. -,;..,..,.,. .-..
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THEOREM (FUNDAMlENTAL)

1 2-

p W

P(iJ Fij) (T)= p (T)

AA. 200 FIT 5 500 FIT A --- 350 FIT (IF B GOOD)

BA C' -3500 FIT (IF B FAILED)
T =10 YEARS -87600 HRS

Pl+FfcI .0258111 Pl'0.O258111 P I+Ff 0 .0258111--i00137r-

PFf0 .0059754
Po= AT

0.701328 P =0.258111 P=.137~ 6 1 -. 365

pFo 0.298672 W T
p710.0021489 P7+10.0021489

-3F0.0147496 )3F=0.0147496 P3+ -0.0147496 P3+ =0.0147496

33  33 3 3

PG0701328 5G=0 .919685  PG 0.919685 P6 =0.9415207
'P3 .0  pF-0.0376051  PF-0.0376051

L-* .
F'"~ 0 .0 8 03 1 5  F 0.0427099 C 0,0208742

ioNJdXJ L 1r0NUJAUU IV UJJOIJUUdJII
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COQNCLUSION

WHY MICROSTATES?t

THERE ARE SYSTEM CHARACTERIZATIONS WHICH DEPEND ON SEQUENCE 
OF EVENTS

E.G. COST

EACH MICROSTATE CAN BE ASSIGNED

A COST.C,

A PROBABILITY AT T -P

AVERAGE COST AT T P C,

*$ id~ -... <f) ~ .kl...



OIPTIMISATION DES SPtCIFICATIONS D'UN SYSTAME AIR-SURFACE LASER

par

Jean-Pierre ?7URGUE
THOMSON-CSF Div.AVS/06p .AVG

52,rue Guynemer W

92132 -ISSY LES M(XJLINEAUJX (FRANCE)

at

Oidier EVRARO
MATRA - Secteur Militairs
37. Avenue Louis Br~guet

.~ ~76140 - JELIZY (FRANCE)

Les sp~cifications d'un systbme d'armes doivent bien cerner les besoins des Etats
Majors, afin de les satisfaire dans les meilleures conditions de coft-efficacit6.

Cette presentation donne un exemple des 6tudes pr6alables qui ont 6t6 n~cessaires
pour sp~cifier un syst~me d'attaque Air-Surface A guidage laser.

Elle porte sur un cas op~rationnel particulier trbs dimensionnant. qui est lVattague
des vedettes lance-missiles A la mer.

Elle montre que le bombardement est une solution 6conomique et qulil est possible
d'optimiser en co~t-efficacit6 la definition de la nacelle de d~signation laser pour le
bombardement qui demande un d6battement important de la ligne de vis~e vers Ilarri~re,
et celle du guidage de la bombe qui doit rester A tras basse altitude pour satisfaire
aux conditions m~t~orologigues envisagses, et Atre suf fisamment pr~cise pour atteindre des
cibles aussi petites et rapides.

I -PREAMBULE

Les premiLres armes A guidage laser ont fait leur apparition on operation au debut
des ann6es 70.

04s 1972, au Vietnam, les excellents rhsultats obtenus avec les bombes guid~es laser
PAWEWAY d6montr~rent largement la validitf des 6tudes de co?3t-efficacit6 sur lesquelles

s' appuyait le dfiveloppenent de ces armes et qui avaient mis on 6vidence les gains tr~s
importants que Ilon pouvait obtenir avec cc type d'armement par rapport aux charges ana-
logues non munies de guidage, mime largu~es de fagon trbs prdcise par les calculateurs
des avions modernes sur des objectifs terrestres fixes.

La confiance misc depuis dans le guidage laser par les Etats Majors et l'6volution
des technologies optroniques ont conduit A repenser ce concept pour l'adapter 6galement
A l'attaque des objectifs terrestres de dimensions r6duites, et aux objectifs marins mo-
biles.

C'est ainsi qu'a 6t.6 6tudi6 et optimis6 le syst~me d'armement guid6 laser frangais
utilisant l'illuininateur ATLIS de la Soci~t6 THOMSOW-CSF, l'engin AS 30 laser de la So-
ciftO AkROSPATIALF et les bombes guid6es laser de la Sociftc. MATRA.

Cette pr6sentation porte, parmi los 6tudes pr~alables de co~t-efficacit6 qui ont con-
duit aux specifications de cc systame, sur on cas opdrationnel trZ's dimensionnant int~rrs.n
la Marine : Vattague de vedettes lance-missiles.

On verra ainsi comment ont 6t optimis~es certaines caract6ristiques de la nacelle
ATLIS et la d~finition de la bombe MATRA, a propos de laquelle now; nous limiterons au
kit de guidage. En etfet, le Symposium n'Otant pas classifit, nous ne pourrons pas trai-
ter des travaux concernant les charges militaires, qui, bien r6videmmont, ont 61: comiiitrz
paralement par la Socikt6 MATRA pour optimiser l'arme dans son ensemble. Nous devons
6galement renoncer A citer des informaitions A caractbre conf hlontie1 , cc qui noos con'iul-
ra le plus souvent A pr~senter nos r~'sultats sous forme qualitative.

Apr"s avuir rappel# rapidement Iv roncept du syst~me d'armement quid6 laser fr~kIiiais,,
nous vous prC'senterons l'exemple do nos travaux choisis pour cet expon;(, en suivant I,-
plan ci-apri's

-Description de la priso vn compte

la ciult- vt !ton envirniemeflt taiotbI',

.1 .*~ii,,, I.Itague
Iv c '. IX II l ,i 'I I sw5,

3SdA IN IV( JAWL IV (JJ)IW' II
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*lea caract6ristiquea de Is nacelle
*le choix des principes de guidage des armes.

Enfin, nous conclurona our 1'utilit6 de ces travauc pr~liminaires.

II -SYSTEME D'ARNENENT GUIDE LASER FRANCAIS

Ce ayst6me est u~n systbme d'attaque Air-Surface pour avion monoplace, constitu6 par

- la nacelle de d~signation laser a~roporthe ATLIS r6alis~e par TlIOMSO 4-CSF,

- des arms A guidago laser de deux types
Missile AS 30Laser de 1'AEROSPATIALE avec Autodirecteur Laser ARIEL de
THIOMSON-CSF,

Bombes guidles laser B GL de MATRA avec d6tecteur-6cartomatre laser de
THO?4SON-CSF.

Ce syst~m eat aujourd'hui entitrement d~velopp3 et op~rationnel.

La nacelle comporte u~n syst~me "t6l6vision et laser" de haute performance, dont la
ligne de vis~e eat capable d'un grand d~battement no laissant qu'un faible cdne aveugle
vera larribre. Se t6l~vision, qui travaille aussi bien dans la bende visuelle que dans
le proche infrarauge, permet au pilote de d~tecter et de reconnaltre sa cible A des dis-
tances nettement sup6rieures A cellos obtenues A l'oeil nu. 11 d~clenche alors la pour-
suite t6lhvision du point vis6 sur la cible. Le laser sert alors A la t6l~nitrie pour
calculer Ventrhe dans le domaine de tir de l'arme qui peut 6tre tir(!e aussit8t.

D~s le tir, 1s pilate d~gage un viraqe serr6 pendant que la poursuite maintient la
ligno do vis6e de la nacelle sur la cible. En temps utile pour le guidage final de larme,
Villumination laser est d~clenchfe autamatiquement, cr~ant sur le point vi:.f une tache
laser quo lVAutodirecteur d6tecte, reconnait et poursuit pour le guidage de l'arme.

On obtient ainsi une tr~s grande pr~cision A 11impact qui peut, grAce A la t~l~vi-
sion, Stre observ~e par le pilate et enregistrae pour le compte-rendu de I'attaque.

Il faut noter qu'il est possible figalemont de r~partir les fonctiona de d~signation
et cellos de tir entre plusiours avions, les uns porteurs de nacelles, lea autres porteurs
d'armes.

III -DESCRIPTION DE LA MISSION PRISE EN COMPTE

Parmi lea missions nouvelles int~ressant los Etats-Majors, nous avons donc retenu
pour cotte 6tude, le cas trea dimensionnant de l'attaque de vedettes lance-miSsiles.

111-1. La cible et son environnement tactique.

La cible~tait um bitiment de typo OSA 3lnavigant a grande vitease, isol6 ou
en groupe, mais dans des dispositifs suffisaranent dispersds pour que dans
chaque passe une souls vedette sait A prendre en campte.

* *'**~**~ -Sea caractdriatiques maximales de manoeuvrabilit6 at de vitesse solon le vent
et la mar ainsi quo sea d~fenses 6taient,bien s(Ir, dfifinies do fagon prospec-
tive et clasaifide.

111-2. Lea conditions mt6orologigues.

A partir des thfAtres dlop~rations envisagds, lea conditiana mft~orologiques
suscoptibles d'Stre roncantr~es dana cette mission purent 6tre appr~ci~es.

CONDITIONS METRO WEATHER CONDITIONS La figure I montre des exam-
ples des r~sultats statisti-
gues utilis~a. Ils concarnent

VISIBILITE FLAFONO VENT la visibilit6, le plafond et
wYR CEILIN WIND le vent.

Nous avans pris comme condi-
tions nominales lea limites

- correspandant A une prababi-
lit6 de 90 %,salt, selon leq
zones

-de 3 A 8,2 km pour la vi-

I. * sibilit6,

lost I- &*No a ... v (k ordra do 20 Inwti.
porIvent.

FI(GURK 1

JSNkddXt 1NNN~3 4NQt) 1.v (J i) IUUkjdjk
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111-3. Ls sc~nario d'attaque.

Les donn~es sur Ia cible et son environnement conduisaient aux conclusions
suivantes sur le sc6nario d'attaque avec guidage laser, dans le cas princi-
pal retenu par I& Marine, c'est-A-dire avec IVavion tireur ausurant lui-nmW
la d6signation laser (Figure 2)

I/ Quand los conditions m~tbo-

SCENARIO ATTAOUN ATTACK SCENA RIO rologiques le permettent,l'at-
taque sera faite A l'altitude
la plus favorable, A distance

Q)MONNES CONDITIONS METEO do sdcuritAl.
0000 WEATIER CONDITIONS 2/ Par plafond bas, l'attaque

devra Btre effectuge sous 1le
____________plafond, depuis liacquisition

jusqu ' limpact de llarme,
- ~ pour assurer 1Villuminationde

la cible et llarme devra, elieD PLAFOND IIAl aussi, volor sous le plafond
LOW CEILING .-. ,p our rester dans de:scnditions

____________________ de propagation atzwsphdrique
________________________ lui permettant d'acqu~rirpour

son guidage terminal la tache
(3) AISLE VISI@ILITE laser sur la cible.

POOR VISIBILITY 3/ Par mailvaise visibilit6,
l'avion pourra avoir a p~n~rer
dans 1e volume battu par los

S~- d6fenses de lennemi. La dur&
de cette p~n~tration uevra

FIGURE 2 dtre aussi courte que possible.

IV -LE CHOIX DU TYPE D'ARME

Ces contraintes op~rationnelles permettaient de d~gager deux premi()res sp~cifica-

tions pour Ilarmet

1) Sa port~e devra Atre suffisante pour assurer le passage a distance do s~curit6.

2) Pour couvrir le cas du plafond bas, elle devra pouvoir 6tre tir~e et guid~e A
tr~s basso altitude.

Ces sp~cifications 6taient compatibles d'une bombe guidde capable, gans propulsion,
d'un vol A tr~s basso altitude A la port~e roquise, et certainemont momns ch~re qu'un
missile.

Un tel choix conduisait A traiter en terme de co~t-efficacitts les sp~cifications do
la nacelle et do la bomb~e, en particulier les deux: probl~mes suivants

- capacit6 de d~battement de Is ligne do vis~e de la nacelle de d~signation,

- Principe do guidage-pilotage de la bombe.

V -LES CARACTERISTIQUES DE LA NACELLE.

On voit sur la figure 3 que plus
DEBATTEMENT MAXIMAL DE LA LIGNE DE VISE! le d~battemcnt maximal (.K) de la lig9l

DE LA ACELLEdo vis~e est grand, momns sera hint-
DI A ACELEt~o l'6volution ( S) de 1lavion au d6-

gagemont apr~s tir pour assurer ha
POO LIME OF SIGHT MAXIMUM LOOK BACK ANGLE d~signation laser jusqu'A 1 'impact d(,

la bombe, et plus courte sera ladur~c
DESATTEMENT IMPORTANT PLUS FAISLE de l'exposition (t) au feu ennemi

lorsque la visihilit6 mAt~sorologiquo
LOOK BACK ANGLE LARGE SMALLER oblige Al tirer Ai courte port~e et A

r'. p~n~tror dans le volume dangereux.

Lngle ((1dc rotation do la
0ligne do~ visde ontre 1e tir et I irn-

.0 , .pact -wra auscii ilns ouvert; ii I
. on effot souhaitable que cet angle no

soit pas trop 1 lov( pour (~W I 'kierjiv
laser rcnvoy~t! p)ir la cible vers l'arw,,
reste !;Utfi!santt.

o Man~ l aw~initnt it ion kd 1'anqjle ( CK
qul , idi5lemi,'ii Ievrait t,' de ]hll

JS~J 4 "it IJAIYJ IV QlJI~tiUkidJ1I
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11 a 6t§ n~cessaire d'6valuer la valeur optimale de cet angle en rapport coOt/effi-
cacit6.

La figure 4 montre quelques r~sultats des simulations pour des bombardements A curte
porthe rrespndAnt aux failes visibilit~s avec penetration dana la zone battue par les

defenises ennemlies. Ils montrent
qulil est particuli~rement impor-

OPTWISATION DU DEBATTEMENT tant d'augmenter l'angle 0K jsqu'A
des valeurs proches de 1800, mais

LOOK RACK ANGLE OPTIMIZATION que la sensibilit6 des param~tres
d'efficacit6 op~rationnelle, tels

EFPICCITECOUTque t et P, a cette augmentation
aFIACT COTannule pratiquenent au dela de 'EFFECTIVENESS COST 1650.

ROTATION DRLA LV TWOSSNPOITIOn PNOJRgITIAL Il nous a 6td facile de conclure
wpa,. sur ce probl~me quand 1'Otude de

908 NOTATM Te AkEVN cost nous a montr6 qu'une modifi-
UPDA rE cation de la nacelle initiale pour

atteindre un angle de cet ordre
conduirait A une augmentation de
10 % du coilt, en apportant une di-

1+ _ _ _minution du temps d'exposition de
l'avion de 20 %, alors qu'une mo-
dification pour un angle supdrieur

___________obligerait A changer complftement
,* ,,.*Ue le concept, avec 6videmment une

augmentation tr~s importante ducot,
FIGURE 4 sans pour cela diminuer davantage

le risque d'attrition.

VI -CHOIX DES PRINCIPES DE GUIDAGE DES BOMBES

VI-1. Sp~cifications op~rationnelles des bombes guiddes MATRA

Les sp~cifications op~rationnelles des Etats Majors asaignaient aux syst(Imes
de guidage LASER MATRA deux objectifs essentiels

- des objectifs terreatres irniobiles de dimensions r~duites,

- des objectifs maritirses, et plus particuli~rement, des vedettes lance-mis-
siles du type OSA 11, dont Ia description a 6t6 faite pr6c~demment.

11 est apparu tr~s vite que ce dsrnier objectif 6tait le plus difficile a traiter
tant par ses dimensions tr~s r~duites sous certaines prdsentations,que par sa vitesse.

Une 6tude comparative en termes de coft-efficacit6 a 6t6 entreprise au debut
du d~veloppezsent afin de d~terminer la loi de guidaqe la mieux appropri~e, compte-
tenu 6galement de la charge militaire qui repr~sente, dans ce type d'armersent, plus
de 75 % de Ia masse totale.

Cette 6tude a permis de ddfinir une solution originale, ayant un tr~s bon rap-
port coOt-efficacit6.

VI-2. Description de la trajectoire

La trajectoiro d'une armse A guidago LASER
titu~e de deux phases

- une phase de pr~guidaqe, entre Is point de largage et l'instant oil le d~tec-
tour laser peut accrocher la cible,

- une phase autoguidge depuis l'accrochage jusqu'a l'impact.

La phase de pr~guidage doit pouvoir se d~rouler

A trbs basse altitude loraque le plafond nuagcux l'impose,

-A plus haute altitude lorsqu'un angle d'impact final (.lev6 est recherch6 t.~t
quo lea conditions m~t6orologiques et l'environnement tactique do la cible
le1 permettent.

Le guidage terminal, quant A lui, dolt assurer A l'arne une precision suffi-
Rants pour atteindre la cible.

Seule i'6tude relative A Ia composante lat~rale de la distance do passage ser
expos~c ici.



6-5

VI-3. Analyse de l~a pr6cision reguise

La vedette lance-missiles est un exemple de cible de dimensions relativement
importantes, mais anim&e d'une vitesse 6levfe.

Elle peut se pr6senter A l.'arme (voir Figure 5, ci-dessous)
- par le travers,
- par lVavant ou I'arri~re
- ou dans une position interm~diaire caract6ris~e par llangle0

entre sa vitesse et l~a trajectoire de l~a bombe.

AVY WY YW

VITESSE CIOLE
___ __ ___ __ ___ __ .35 20 45 -- VY

* .- ~. . .______TARGET SPEED

IVENT WY

(j)0 .20 ~20

A FIGUREi 5

Dans le premier cas l~a composante perpendiculaire A l~a trajectoire delabombe
de l~a vitesse de l~a cible, (VY), est onaximale et l~a vitesse du vent suivant le rr~no
axe (WY) pout sly ajouter slil est de face. Le vent sur le pont (VY + WY) ne peut
cependant qulexceptionnellement d6passer 45 noeuds. Mais, dans ce cas, l~a largeur
apparente de l~a cible eat maximale et si l~a tache laser est suppos"a au milieu du
bateau, la bombe peut 6ventuellernent faire une distance de passage non nulle tout
en d~truisant l'objectif grAce A sa charge militaire tr~s efficace. -

En pr~sentation avant ou arri~ire, l~a vitesse transversale de la cible est nulle
iis sa largeur apparente est msinimale. La vitesse maximale du vent consid~srte est
de 20 noeuds.

Entre ces deux presentations extremes, toute situation interm~diaire doit 6tre
* . envisag~e car, pendant l~e vol de larne, le bateau a tout loisir de manoeuvrer pour

6ventuellement rechercher l~a pr6sentation la plus favorable pour lui.

Le trac4s des largeurs (figure 6) et vitesses transversales apparentes (figure
7)de l~a cible permet d'fivaluer l~a distance de passage roaxirnale pour faire impact
(figure 8).

Ajox~rirly widtn Max appearing speed M;;1~tnx u

20 40. 201

45 9 0 45 90 20 40S KI

FL(WHr. 6 F~IGURE 7 ' I(;UHE 8

La distance de passage maximale admissible par rapport A ILI tache laser est
donc la demi-largeur du bateau juriqu'A 20 noeuds, pin cette Hqstince augmente.

34N)JA! L JAJ t tldJ
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VI-4. D~finition de la loi d'autoguidage

Lea objectifs de precision 6tant 6tablis, il s'agissait de determiner la loi
de guidage la meilletire en termes de rapport co~t/efficacit6, l'efficacit6 6tant d6-
finie comuw la probabilit* de faire impact, quel que soit le point du bateau.

Deux types de loi petivent Stre envisagds pour cette arme

- tine loi de poursuite n~cessitant un minimum d'6quipemnnts et en particulier
tin d~tecteir laser A faible coft,

- tine loi de navigation proportionnelle, pure ou mixte et pond~r6e par des
termes de potirsuite, ndcessitant des 6quipements plus complexes :autodi-
recteur A t~te gyrsocopique par exemple.

La premibre solution, tr~s
COMPARAISON DES LOIS DE QUIDAGE TERMINAL 6conomique,ne r~pond malheu-

TEAWNAL GUIDANCE LAWS COMPARISON reusemen t pas au probi Ame car
elle induit tine distance de
passage, proportionnelle en

DISTANCE Of PASSAGE premi~re approximation A la
LOSS DISTAN4CE vitesse de la cible, la si-

tuation se degradant m~ine
encore A grande vitesse A

Coat: Icause des saturations d'or-

Co&: I'ldre a~rodynamique.

La deuxicme solution, utili-
MA 7A L GO sant tin autodirecteur A t~te

gyroscopique ain~ne A un suroo~t
de 50 %sur lesyst~me de

- guidage. Elle r~pond du point
de vue pr~cision aui probl~me

X mais n'utilise pas les carac
t~ristiques dimensionnelles
de la cible et elle est done

NPPNA la limite,inutileffent chdre.

S.U..IIKTSj M4ATRA a donc recherchs tine
FIGURE 9 solution intern~diaire,nieix

adapt~e aux sp~cifications
de pr~cision, qui a consist~s

A asidliorer de faqon simple lea d~tecteurs adapt~s aux lois de poursuite afin de pou-
voir compenser la fraction de Ia vitesse apparente de la cible correspondantai vent.

Cette ainlioration eat d'ailleurs Agalenient n~cessaire pour lea cbjectifs terres-
tres de faibles dimensions. Le surcoflt entrafn6 par cette solution eat beaucoup plus
faible que pour la solution pr~c~dente :environ 10 S.

Ce rapport Atant non classifi6, nous ne pourrons donner que lea principes de la

solution adopt~e.
Lea d~tecteurs utilis~s dana lea bombes guid~ses M4ATRA sont

tiun 6cartom~tre laser,mont6 Stir girotiette sarodynamique,
- tin gyroscope de rotuis,asstirant une rdf~renco do vorticale.

Le pilote eat tin pilote 2 axes :rotilis et tangage.

La loi de guidage eat tine loi de poursuite avec

- compensation de la pesanteur,

- compensation de la vitesse transverse doe is cible.

Ceci est r~alis6 grAce ati gyroscope de vorticale et A1 l'cartometre Laser *_1ui
a 6t6 rendu a cet effet plus performant, avec des caract~ristiques de lin~arit(- trZ s
bonnes et tine grande pr~cision, sans totitefois atteindre la complexitAs de I'autodi-
recteur. Le gyroscope de verticale, quant A lui, 6tait d.SjZ n6cossaire pour le prts-
guidage A tr~s basse altitude.

Avec cette lou de guidaijo, la distanco d- p.-ii';ayje re!t.e faible pout fine vil-'!
de cible inf~rietire A 20 nocuds.

Au dejA, elle Croft comine avoc tine 1(d (I poiursuiU eulf roste compatible (IC 11
cible envisagdc.

Ainsi, on utilisant tine loi d'une cfftcacit6 voistil. de colle procurt'e pat 1,1
nuavigation proportionnelle .j(.n6raleincnt pr('con in6v pDUI t rd tV1l ilnc cible mobile,'
nous avona Pu r~duire notablement le coOt .11 iy-,trnin do lquidhiojl ut done r~~allw I iwh
v~ritable Otude d'optiniaation on torme. d1,, contl/l'fflc.wif-(.

Les noombrLux essais en vol ef fectu(.!; pa r '." :;shi o eit 1 'eruili di eliIiir
valiuditO de la solution retenite, .1. iontrIS %in(, tlUision t r;Ni lognie de 1 chlsemhcl tl

fa ittimint compatiLble do sei ob Icut it f" & r16iat I i I n.

iNdtdx I iN ftNj JAW) I V I41 I it11 uimm
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VII -COt4LCLUSION

Nous avons voulu mwntrer ici lint6ret et la n~cessit6 d'6tudes Acaractftres tecin-ioo-
op6rationnels pour aboutir a une definition coh~rente et optimale en coat/efficacit6 dlun
systrm complexe tel que celui de l'armment quid6 LASER frangais, avec sa nacelle et ses
armements.

Dane les cas particuliers consid~r~s, les solutions les plus performantes oq1 les
plus complexes se sont av~r~es inutilement chsores.

Ii a 6t sinsi possible dorienter la definition de la bombe vers es solutions sims-
pies mais suffisantes pour les missions assignees et d'adapter celle de ia nacelle en op-
timisant son rapport Co~t/Efficacit6.
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SUMMARY

In response to the continual exponential growth it, the complexity and cost ot
military weapon systems, especially the electronics portions, the United States
Department of Defense has implemented a "Design-to-Cost" (DTC) procurement policy.
The objective of this policy is to meet ESSENTIAL and DESIRED operational
requirements in the most cost effective manner by setting cost targets at the start
of the procurement process.

A methodology is described for developing electronic equipment to meet DTC requir,-
ments. Specific management action is required in establishing an appropriate organ;-

zation as well as procedures and guidelines for the engineering development process
and subsequent production to achieve the cost targets. The critical role of compu r-i
aided design in optimizing the electronic system design is highlighted.

An example of a DTC program successfully applied to the Lightweight Doppler
Navigation System (LDNS) AN/APN-128 is reviewed.

1. INTRODUCTION

The ever increasing demand for more sophisticated avionics for advanced manned &nc
unmanned airrcraft demands the use of a disciplined design and production engineei : : .
approach to assure that all essential mission requirements are being achieved for tt,
lowest Life Cycle Cost (LCC).

U.S. Department of Defense procedures (Reference 1) for the acquisition of milita-ir
equipment direct that procurement of new equipment must achieve a cost effectl'e
balance among acquisition costs, ownership costs and system effectiveness. L'heft
requirements mandate an approach to the development of new hardware which requir,:

careful trade-offs among factors affecting performance and cost. Cost has always
been a consideration, but as requirements escalate, it becomes a primary desicw
parameter which ranks equally with performance. In recognition of the need t-
contain the cost of new hardware, the military customer has implemented a r'w
acquisition technique, namely, the Design-to-Unit Production CcF't (DTUPC) or Desivn-
to-Cost (DTC) Procurement. This type of procurement is characterized by the
following:

- unit production cost must become a primary design parameter

- essential performance criteria, unit acqu ;ition and ownership costs ruec
receive equal consideration

- realistic unit cost goals must be established that are achievable and affordable.

- the best possible design to perform the mi i m i mit he e tained for the t:;tu.
lished unit cost goal.

This paper describes procedures for implementing th,, DTC conco-pts that were art iI
at during the development of the AN/ASN-128 [.iqhw -cjht Doppl,,r Navigation System r<.

in production for the U.S. Army and for military for,c; of several other nations. it
was one of several systems that was designated by the DOD as a "test bed" f
evaluating the DTC concept. The techniques described in this paper should prcvi,!-
designers with a proven methodology to optimi7e avioniC:7' cost efftctiveness.

2. DES IGN-TO-tO, 'r Ml hnl'nwt) (;Y

The sect ions that follow dev.-lop a sugg.n ted f Pt it irohr. s, I lde-offu and d-
mentation to ie used in implementing a DTC ptrIrain. lic.:t, i' ,, ammt in Fliur,-
and din'us.ed below.

2.1 ;EF.ECTION OF COST AND PERFORMANCE (,AIS

The DTC process startu with the piroc.ring ,i,'ncy e.0i diiiline ,i i iti(" ,'it I
for the ,quipment that is to h.e purchasel (!;t , I of lgiq r,, 1). 'rypically, th i -iI
repr esnnts the amount the governmelnt is w I I in t,' pa1y to " I ii if , mi I Ift y vl i

m e nt.t w h [I'h m ,Ji n , t a h,1t; h d . N Uit II V l fl k I I a 1 1 1 t tlt' ' " I,01 I Itt. ' 1t ! o t . 1 p v i I
plroducl(t ion (|lian I [ty and| I . 1- l ll .)%, a Lipari| p, e l J- " ' t I ]..
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The performance requirements are established by the technical arm of the procuring
agency, and are divided into two categories: "ESSENTIAL" and "DESIRED*. ESSENTIAL
requirements are those elements of performance that must be met if the equipment is
to be useful in the intended applications and, therefore, cannot be traded off
against cost. DESIRED requirements or features can be sacrificed by the designer in
order to achieve the DTC goal.

The determination of cost and performance goals by the procuring agency can be a
complex and difficult trade-off study in itself. The partitioning of the available
budget among the elements of a weapon system (e.g., airframe, propulsion, avionics,
weapons, etc.) is a possible first step and must be based on experience and the
mission requirements. This partitioning would have to be tested against estimates of
the production costs of these elements. Such estimates might be based on extrapola-
tions of the cost and performance history of similar equipments or on a survey of
current suppliers to get their projections for costs and capability of "next
generation" equipments. Depending on circumstances, the procuring agency may use any
one or a combination of these techniques to arrive at the DTC cost goal.

The next step, the development of ESSENTIAL and DESIRED requirements, involves the
cooperative participation of operational, developmental and logistics organizations
within the military agency. These organizations may be required to make some
difficult decisions when establishing these requirements in order to avoid the
temptation of making every requirement an ESSENTIAL one. Similarly, if too many of
the operational requirements are placed in the DESIRED category, there is the danger
of the designer eliminating important features to meet his cost goals. Strong
technical and project management control within the customer's organization must be
exercised to achieve a realistic set of ESSENTIAL and DESIRED requirements.

2.2 EQUIPMENT SUPPLIERS RESPONSE TO THE DTC GOALS (Step 2 of Figure 1)

TECHNICAL - The equipment developer's activities should start with a detailed
in-depth review and interpretation by program and technical management of the cost
goals and performance specifications. All requirements and particularly the
ESSENTIAL ones should be discussed with the customer to assure that they are clearly
understood. With the help of the customer, priorities should be assigned to the
DESIRED features where possible.

Some of the many factors to be considered when assigning priorities are:

- DESIRED features that may become ESSENTIAL requirements in the future when deve- -
lopment of related architecture and/or avionics have been completed should be
identified; for example, introduction of new data bus interfaces such as
MIL-STD-1553.

- some seemingly expensive features may become significantly less costly by thetime production starts; for example, reduction in computer memory costs as more-'""-

dense LSI memories become available. The cost of RAM memory has decreased by
twenty to one over the last 10 years.

- digital signal processing techniques involving microprocessors and VLSI/VHSIC
technology with their vast potential for greater functional capability at lower
costs will permit incorporation of features such as increased BITE and addi-
tional system functions in the near future without impacting cost or size goals...

After completing the reviews of the customer's DTC goals and requirements, they are
then converted into a set of system requirements to be used by the development
engineers in the detailed design phase. Later sections of this paper discuss some
suggested CAE/CAD techniques to improve DTC effectiveness during the design phase.

MANAGEMENT - For DTC to be effective, a company must be ready to set up an organiza-
tion that provides the functions required to properly accomplish the program goals.
A full time DTC management function completely dedicated to implement and monitor the
DTC concept is required in order to be successful and not merely provide lip-service --.-
to DTC. Experience has shown that a full time DTC manager, running an effective DTC
program, will more than pay for that person. A typical organization chart is shown
in Figure 2. The DTC manager Is shown sharing the Program Management Office, thus
having the required authority in directing the DTC activities, while having access to
Engineering, Production, Logistics, and other program related functions and informa-
tion. The DTC manager not only manages the overall DTC effort but also chairs a DTC
Audit Committee that consists of the Directors of the engineering, production, logis-
tics support and finance groups. The Audit Committee is more than just a staff func-
tion; it consists of line Directors whose personnel are assigned to the program. The
Audit Committee, therefore, has the authority to react to problems by directing
actions to be carried out. It is beneficial if members of the committee are directly
Involved in other related company programs, thus providing "cross-pollination" of
ideas, techniques, and experience gained on these programs. Because the Audit Com-
mittee members represent all of the disciplines involved in developing the product
they can critically evaluate the impact of trade-off deccidofns from many viewpoints.

It is suggested that the Audit Committee attend the :,yctcm Pesiqn Review (SUP)
Results of the other denign reviews, ouch an rir'trlal and mw,-ihnnical desiqn revirwr
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can be summarized for the Audit Committee for follow-on action if required. The
committee should meet every month to review DTC production cost updates, and in addi-
tion should meet whenever the DTC manager requires il; e.g., when design changes have
been submitted for approval prior to implementation.

In order to allow the DTC manager to exercise control over the design process, he
must be provided with DTC production cost updates, which should be generated at
appropriate intervals during the development program. These can be presented in a
cost status and history package such an that shown in Figures 3, 4 and 5. The DTC
manager must track these cost projections at sufficiently close intervals, weekly in
most cases, to detect problems before designs proceed too far.

The module level data contained in Figure 3 are provided by Production Engineering
using inputs from the disciplines listed on the chart, i.e., production engineers,
test engineers, quality control, procurement, etc., based on the current status of
the design. This Nodule Status chart provides a measure of how well the DTC goal
will be met in terms of the difference between the target cost and current cost
estimate. The column marked "Difference Between Last and Current Statusm reflects
the success of efforts to reduce or control costs during the program. The last three
columns reflect the confidence level of the DTC estimate based on the nature of the
coat data.

Figure 4 is the LRU Cost Status chart which is directly derived from the total of the
module charts plus additional costs associated with the wiring, assembly and test of -
the LRU itself.

Finally, it is very desirable to chart the cost history of each LRU in graphic form
to allow the DTC manager to monitor the cost trend relative to the target. Such a
chart for a single LRU is shown in Figure 5.

FORMAL GUIDELINES

It is strongly recommended that a set of guidelines or standard procedures be de-
veloped that are documented and made available to all project personnel. These pro-
cedures can be incorporated into the company's standard policies manual, or be pre-
pared specifically for a particular program. The standard should address overall DTC
policy, assign responsibility and list specific procedures to be followed during the
DTC program.

An overall description of DTC should be spelled out in a Standard Procedure Document
which should begin by defining DTC and the concepts of ESSENTIAL vs. DESIRED features
and the conditions under which it must be applied. It should specifically identify
responsibilities for initiating the DTC program and for translating the customer's
cost and performance specifications to a form suitable for the engineering groups.
It must designate the approval authorities for each major element of the equipment
DTC targets. The method for partitioning the system target cost among the LRU's must
be defined as must the responsibilities of the cognizant Engineering and Production
Departments in the total DTC process. The method to be used by the Audit Committee ,
for reviewing cost progress must be specified as must the criteria for reiterating
the design should that be necessary. The standard should be applied to all programs
and projects which involve substantially new designs having significant production
potential.

In addition to the project or management oriented guidelines discussed above, the
design team should be provided with a set of Engineering/Manufacturing guidelines to
be followed for the specific product under development. Though these guidelines may
change for different products, and as technology changes, they should be established
and adhered to for a specific product during its developmental phase. The guidelines
are essentially sets of technical "do's" and "don'ts". Examples of "do's" are: use
components from the preferred parts list, use minimum number of part types, minimize
the number of separate assemblies to minimize I/O buffering and loss of speed in
digital circuits. Examples of "don'ts" are: no circuit adjustments, no calibration
of components or sub-assemblies, no selected parts or non-standard values for parts.
Obviously, some guidelines are applicable to all or most avionic products, while
others reflect a particular company's reliability, cost and logistic support
experience. Once established, any deviation from the guidelines should require the
approval of the DTC manager and the Audit Committee.

ENGINEERING

Based on the system requirements which were generated after consideration of the
customer requirements, the overall system partitioning should be determined (Step 2
of Fiqure 1). System functions must be allocated to the Line Replaceable Units (LRU)
and then to the modules. Partitioning should be performed to minimize hardware
costs. For example, as one distributes functions amonq a number of LRU's the addi-
tional components and power for I/O buffering, connectors and cables (some shielded)
can add cost and reduce reliability while providinq no added functional capability.
On the other extreme, one very large LRU neeminqly attractive from an initial cost
viewpoint may have severe installation problems and maintenane deficiencien .nd
increased life cycle cost. System function partitioning, therefore, requires Judq,-
ment and o)nxidtrablo experience with the nhnid hamrrw ,e and itt application.

JUNi'X J INrnNMJAIX' LV (I JI1 I( ild Ill
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The next task after function partitioning is to prepare product specifications for
each LRU and each module (Step 3). These specifications should provide detailed
requirements including performance, size, weight, power consumption, and inputs and
outputs. Performance requirements for the modules are derived from an overall system
performance analysis that in turn relates directly to the customer's system
requirements. Because of the close relationship between cost and performance 0
specifications, the latter should be generated to meet the system needs without
"overkill". It is extremely desirable to make the module performance requirements
directly traceable to the system requirements in order to enable rapid cost versus
performance tradeoffs to be performed during LRU and module design. The module and r-.
LRU performance requirements must be approved by the DTC manager and the Audit
Committee.

Once the module and LRU requirements have been determined, cost budgets can be
assigned to these units. Selection of the cost numbers are based primarily on
experience at this point although avionics suppliers, who have developed previous
generations of the product, usually have on-going relatable research and development
designs to form the basis for cost estimating. The allocation of costs to the module
level is performed by the DTC manager with assistance from the designers, production
and cost estimators and reviewed by the Audit Committee.

The module designers will by now have a complete set of requirements for their w-.
respective modules - cost, performance, interfaces and other characteristics - and
can begin the detailed design activity (Step 4).

It is appropriate at this point to emphasize the benefits that Computer Aided
Engineering (CAB) can provide not only in generating the electrical design, but also
in optimizing component parts selection. A computerized component data base which
contains the cost, electrical parameters and physical parameters of all components
permits rapid and complete computation to evaluate the trade-offs between parameter
choices and system benefits. This subject is discussed later in this paper.

The results of this design effort in the form of detailed parts lists, schematics,
assembly drawings and test equipment requirements is provided to production ... '.-
engineering and logistics to translate into preliminary production costs and life- ..-
cycle-costs (Step 5). Performance analyses by module designers of their respective
modules are reviewed by the systems group to determine the degree of compliance with e
overall requirements.

Step 6 of Figure I represents a decision point in the DTC process. The results of
the design analyses are collected and reviewed in detail by the DTC manager and the
Audit Comittee for compliance with the performance and cost targets and to determine
the next course of action. The three possible cases are diagrammed in Figure 6 and
discussed below.

CASE 1 DTC BUDGETS ARE BEING MET

This is the sought after case. Performance features and life-cycle-cost may continue
to be reiterated to further optimize overall system performance and to lower
production and life-cycle-cost should program schedules permit. The Program Manager
would then review the overall program status with the procuring agency, and release
to production when the proper point in the schedule is reached.

CASE 2 - DTC EXCEEDS BUDGET BY 5 PERCENT OR LESS

Trade-offs of cost and performance will continue until either the budget overrun is
eliminated, or it is determined that further cost reduction effort is not warranted
and the overrun can be absorbed by "underruns" on other modules.

CASE 3 - INDIVIDUAL DTC BUDGETS ARE EXCEEDED BY 5 PERCENT OR MORE

In those cases where an individual DTC budget exceeds its goal by 5 percent or more,
the responsible performing organization will prepare a Recovery Plan and review same
with the DTC Manager and the Audit Committee. Should the DTC Manager determine the
total internal DTC target is not in jeopardy and the Recovery Plan is feasible on the
basis of analyses and trade-offs performed, the Recovery Plan will be approved, a
budget adjustment will be authorized, and the Recovery Plan will be implemented by
the responsible organization.

If the DTC goal cannot be met after examination of all possibilities has been made,
then the DTC Manager and the Program Manager must open a dialogue with the customer.
He must be appraised of the magnitude of the problem and must be engaged in a
determination of the next step. This next step could range from relief from some of
the ESSENTIAL requirements to a major redirection of the program. Such a situation
would arise only if some gross miscalculation of the technical difficulty of the task
had been made at the outset. This is not very likely for the development of hardware
using mature technology.

2.4 DTC FOLLOW-UP DURING PRODUCTION

The tYPC teorhnique for meeting Liqht cont avd I ' ,r 111, f ... I ,m,.ut It munt -ns I In,,'
throut~hout the prslit ion phase.

J Nidx J LN N4MAU) i 't l It' '11hl III" -. "

. . . : , .. .. . ... . :, .. : . : : :.:.:.. .. .. ,:. , .. .. ,. .. : .: .... :- .. :. :. .. :..:..:. -.....-..-.......... ... .. .. .-. :



8-5 ' '

.~~ ~ ~ .o .

After the design is frozen and the drawings released, the production plan, which had
been generated during the development phase to support the analysis of production
costs, must be updated and implemented. At this point the manufacturing cost
analysis should be updated.

The detail level to which production costs must be recorded to provide control is
shown in Figure 7. This is a value-added flow diagram which begins with raw material
acquisition and ends with an accumulated total manufacturing cost for the product.
It uses material quotations from potential vendors, in-house fabrication actuals, and
test and support labor for all of the operations to be performed. Efficiency
factors, assembly and test yield, and rework ratios may be derived from these data.
This complete model accurately identifies the cost drivers and isolates areas for
significant cost reduction opportunities. To be maximally effective, the Production - -
Cost Tabulation of Figure 7 should be updated frequently to detect changes or trends
in production costs due to component prices, producibility or yield problems.

This type of reporting must begin early in the production phase. It provides the
kind of data (discrepencies, unfavorable ratios, etc.) needed to identify production
problems readily.

The data provided by the Production Cost Tabulation of Figure 7 must be tracked by
the production groups and reported through the use of a Producibility Analysis Report
shown as Figure 8. This report may be initiated by any of the production groups such
as production engineering, procurement, methods, inspection, etc., who would be iden-
tified in the "Problem Reported By" column. A proposed solution might be generated
by joint action or the problem might be referred back to engineering. The
"Engineering Response" would generally be in the form of a Revision Notice
delineating a drawing, part or manufacturing procedure change which has received the
proper DTC management reviews and approvals.

It must be pointed out that the DTC design phase results in a paper output of perfor-
mance and cost estimates. It is in the production phase that the degree of DTC
success is truly established as the product's actual performance is determined by
ATP/Qualification Tests and/or Flight Test, and as actual costs are accrued.

3. COMPUTB-AIDED ENGINEERING TECHNIQUES

The use of computer aided engineering (CAB) has become a convenient design aid that
is now used routinely throughout the electronics industry. CAE techniques are
mandatory for DTC programs since they make practical the detailed statistical
analyses that enable selection of the combination of components that provide the re-
quired performance at the lowest cost. CAE analyses are performed on designs before
circuits are even breadboarded to minimize development cost and time. After a base-
line design has been analyzed satisfactorily, breadboards are built and tested to
verify the analysis.

3.1 USE OF DESK TOp CAE

Systems employing primarily analog circuitry can make use of CAE programs contained
in desk-top computers. For these systems, existing computer programs such as ECAP
are useful. Some systems may require special programs to be developed to perform
cost versus performance trade-offs. This approach toward circuit design provides
many advantages including the following:

- development is faster and costs less

- statistical analysis of component error effects are readily performed

- circuit design can be iterated until the minimum number of different types of
components is achieved.

component tolerances can be increased by iterating the design up to the
specified performance levels

sensitivity analyses can be performed, whereby critical components and
parameters can be identified in terms of module output error

worst case analysis of error effects can be done to provide means for
eliminating all adjustments

- detailed design documentation can he a,,tomatically provided

- analyses can be easily repeated if the ,tcct,; of chanqes in module or
system specifications are needed for DTC tra,,-offs

3.2 COMPONENT DATA BASE

Another advantage of CAE is the minimization of compotrent typ,'n. A Preferred P.ut:,'
List (PPL) generated at the outset of the proqram, should contain proven but state
of-the-nrt componenta, and circuit dsicln,.rit nhnil1( he r.'I,I re.1 II iR41 these r..'
p)nrntn tinlesri proof is supplide| that nolne of thom tre f;iIt nh , for the specl, I"
application. Vor example, the PP1. should hitchde th, .pecit i," rt-i';itot and capa'it-,
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values and diode and IC types to be used to reduce the number of different active and
passive elements thereby simplifying purchasing and inventory costs, and allowing low
price, large quantity purchases to minimize production and life-cycle costs. A
typical data base is shown in block form in Figure 9. The program should list
approximately 40 parameters for each component that are printed out on three separate
pagest one page lists primarily cost-related parameters, the second, performance and
reliability, and the third, mechanical data such as size, weight, board area, etc. A
summary sheet should be provided that includes:

- number of components by module

- the component cost by module
- the estimated area for layout
- the weight of each module
- the failure rate and M?BF by module

A copy of a typical summary sheet as used in the DTC development of the U.S. Army
AN/ASK-128 is given in Figure 10. Copies of typical cost, performance and mechanical
sheets are given in Figures 11, 12 and 13.

Many advantages accrue from this approach. All circuit analysis programs are auto-
matically tied to this component data base. If a circuit design change is made, any
changes in components are automatically reflected in the summary and components
lists. The printout also tells the Product Engineer how many different kinds of com-
ponents are being used. A Preferred Parts List is made up and circuits are
redesigned, by computer, to use only those parts, if at all possible. The summary
sheet tells the designer immediately his cost and performance status. Problem areas,
such as excessive board area, or potential temperature problems are quickly
uncovered, and corrective actions can be taken, prior to any breadboarding. Finally,
a component list for parts purchasing can be made up "instantly" for the entire
system since a listing of the total number of each type of part used in the system is
provided as an output. Maximum advantage can, therefore, be taken of large quantity
purchasing agreements.

3.3 UNIQUE CAE APPLICATIONS

Computer aided engineering is not limited to electronic circuit design and layout but
can be beneficial in other areas of design. For example, microwave antenna array
design has always involved some "cut and try" methods, with little flexibility in
optimization because of the costly and time consuming nature of the experimental pro-
cedures. At Singer-Kearfott, a computer program has been developed which permits
rapid and effective design, analysis, and fabricatio:- of test models of a printed
antenna. (Excellent correlation has been consistently obtained between predicted and
measured performance.)

Figure 14 shows the inputs to this program and the results which are produced. The
inputs include the physical size available for the antenna aperture, the'direction of
the peak of the beam and the allowable side lobe level. The program will print out
the electrical performance parameters of the antenna and the physical details and
dimensions of the radiating elements. The latter information is used directly to
generate the artwork for etching the printed antenna and for constructing other
mechanical features.

In this program, Monte Carlo techniques are used to estimate the effects of dimen-
.. sional tolerances. This is preferable to the usual worst-case analysis which, when

applied to microwave assemblies, has been shown to yield costly and "over-performing"
designs. A flow diagram of this technique is shown in Figure 15. The key input to
this program is the rms tolerance of the relevant antenna dimensions. These are
applied to a random number generator to produce random sets of antenna dimensions S

having a variance related to the input rms tolerance. The performance range of the
antennas which will be produced is then computed and the histogram shown is generated
for a specified parameter, in this case the side lobe level. For the case shown, the
mechanical tolerance allowed will produce a 99 percent yield of acceptable antennas.
The use of conventional design techniques would incur a cost much higher than the
benefit which would result from the 1 percent higher yield.

3.4 ADVANCED CAB/CAD

The above section described a CAS and data base concept successfully applied to RF

and highly analog oriented systems. With electronic systems becoming more digital in . .
nature and Printed Wiring Boards (PWB's) and Very Large Scale Integrated (VLSI)
Circuits becoming ever more complex (i.e., complexity rouhlinq every 2 years) use of
a highly integrated sophisticated CAE system has become mandatory.

Typical of modern CAE tools for the design of diqital electronics is the Prime 850
Computer workstation system which includes an FDMS (Electronic Design Management .
System) and THEMIS (The Hierarchical Event-driven Multilevel Tnteractive Simulator).

ELECTRONIC DATA MANAGEMENT SYSTEM (EDOS)

KUNS software integrates the electronic enginorinq, dntiqv, drafting, and testinq
information that goes from th" Initial electrl,'a/l/.cI el, ,'l.'.iit ,'onr' lt to M
finished proven doetign, ptoviding a sinqle ata Ilnse M.-.:,' I;yi t e m 

that can he
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shared by all members of a development team.

The BRNS features two integrated data bases; an Electrical/Electronic Component Parts
Library that can contain all of the standard and customized items suitable for elec-
tronic designs, and a Project Design Data Base (PDDB) that centralizes all informa-
tion for a particular design, thereby permitting all users to access the same data
(including cost) for consistency and accuracy. The PDDB includes the preferred parts
list.

The engineer inputs the Schematic (Logic or Circuit Diagram) via a Graphic Station
into the Project (Design) Data Base using libraries within the standard Controlled
Component Parts Library Data Base. The Project Manager and/or DTC Manager has the
freedom to assign a number of libraries or to generate an additional sub-library for
new parts, if needed, for a particular project. When a Parts List is extracted from
EDW, parts are categorized as to whether they are standard or nonstandard. This
Component Library Data would be controlled by Component Engineering. Users would
have read-only access privileges, being restricted from doing any editing, deleting
or changing of component data. The Component Library Data Base, in addition to
physical characteristics and diagram presentations, can include cost related data

- , (component cost plus assembly/test cost), reliability failure rates, and electrical
characteristics.

EDWS includes several standard utility programs such as signal loading, equivalent
gate summation, cross-reference checking and comparison, and power dissipation and
coat summarization.

When a change is made to the project data, EDMS will automatically update all records
that are impacted. The system automatically records information detailing who made a
change. The entire history of a product's development and cost projections is docu-
mented and on file for project management review.

SIMULATION OF DIGITAL CIRCUITS

With the expanding use of increasingly complex LSI/VLSI digital circuits, it is no
longer possible to debug a wire-wrap breadboard version of a system using customs
IC's when errors may be within the custom designed IC's themselves. For designs that
only use standard parts, breadboarding may not be possible if high speed logic is
used. In high speed ECL logic, wire delay significantly affects circuit operation
and the wire-wrap version is not an accurate model of the printed circuit version.
Finally, the increase in the gate count of digital systems is making it more diffi-
cult to detect and correct errors during hardware prototyping.

The Hierarchical Event-driven Multilevel Interactive Simulator (THEMIS) permits
design engineers to perform logic simulation of large complex circuits of up to 1
million gate equivalents. Models can be generated at various levels (switch, gate,
functional and compiler language) enabling modeling when the actual circuit configu-
ration is unknown or has not yet been designed.

THEMIS permits the modeling of strengths of a signal as well as its value. Addi-
tionally, the timing characteristics of models can be more thoroughly defined since
there are different delays for rising and falling edges, delays associated with
capacitive loading as well as charge decay often encountered in MOS circuits. Set up
and hold conditions can also be described and race conditions can be detected and

* . . . reported. Temperature and loading effects simulating various application environ-
ments can be added to the program. This type of CAE facility is an excellent tool
for parametic analysis and DTC optimization.

Finally, the THEMIS Fault Simulator utilizes the concurrent fault simulation
technique that permits the simulation of many faults in parallel. This will result
in considerably faster operation as compared to existing serial fault simulators
which take many CPU hours to simulate a moderately complex circuit. This capability
has an important benefit for production testability at either the device or card
level.

The Prime EDNI/THEMIS CAE/CAD concept described above and shown in Figure 16 provides
the design engineer with the tools needed to translate their ideas into hardware in
minimum time and with minimum chance for errors, while giving management the tools to L

S". ' control and monitor the design process, product cost and projected reliability.

4. A DESIGN-TO-COST CASE HISTORY - DEVELOPMENT OF THE
AN/ASN-128 LIGHTWEIGHT DOPPLER NAVIGATION SYSTEM (LDNS)

4.1 THE AN/ASK-128

The LDNS Is the result of a conscientiously applied Deo!iqn-to-Cont program in whirh
system design features were continuously traded off nqainot cost..

To better understand the ASN-128 DTC program and its rlt, ilts, a brief description ,of
the syntem will be given. The AN/ASN-12 Llqhtwolqh( ioppler Navigation n;y-!tin

(LDWS) in the standard airborne Doppler nnviqntion syntem for thn U.S. Army and I,"
the militAry forces of several tither enonti 1,1. The, IDN!; , ',owift,i ,( three tinif,!!
Iii.cv,,r Tianetmitter-AntennA (HTA), a st.pn)I Itt. ('tol,, to1 (:;0C) .1i1 ,| Co ut*'itel-
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Display Unit (CDU). Figure 17 shows these three units.

The RTA and SDC constitute the Doppler Radar Velocity Sensor (DRVS) which contin-
uously measures the velocity of the aircraft. The CDU provides the flight crew with
controls and displays, and contains the navigation computer. With inputs from the
vehicle's heading and vertical references, the ASN-128 LDNS provides accurate
velocity, present position, and steering information from ground level to over 10,000
feet. It is completely self-contained and requires no ground based aids.

The entire system is solid-state, weighs less than 13.61 Kg (30 pounds), and requires
less than 100 watts of 28VDC Power. Operational mean-time-between-failure is well
over 1,000 hours.

Built-in-Test-Equipment isolates failures to the LRU and also to the module level to S
simplify maintenance and eliminate the need for field test equipment.

4.2 DEVELOPMENT HISTORY

The AN/ASN-128 was developed using the Design-to-Cost methodology described in the
foregoing section. The customer, in this case the U.S. Army, provided a DTC cost
target predicated on a specified production quantity and rate over a specified future
time period. A performance specification delineated the ESSENTIAL and DESIRED
features. (See Table I.)

These specifications were generated by the Army after a survey had been made by an
Army committee assigned to review preliminary approaches offered by candidate
vendors. This committee visited each vendor and performed an in-depth review of his
equipment, in some cases down to the parts list level, to obtain a data base for - -
generating the DTC specification. In this program, Singer-Kearfott was one of two
suppliers selected to develop the LDNS. S
Singer-Kearfott's development effort followed the DTC methodology outlined pre-
viously. Some of the design ground rules that were estabished early in the program
are worth setting down despite their obvious nature. These were:

Simplicity of Design - start with a simple design and keep it simple.

State-of-the-Art Innovations - use only if they have been proven and are cost
effective, not just because they are new.

Use existing designs wherever practical - saves cost of
design, test equipment, handbooks, drawings and productionizing.

Incorporate producibility, maintainability and reliability features into the
equipment design at the start

During the detailed system and hardware design phase a number of significant trade-
off decisions were made that affected the cost of the LDNS. Some examples of these
are:

- Automatic terrain bias compensation, which is highly preferable operationally,
was achieved by using antenna beam shaping methods as the lowest cost approach
compared to beam lobing and a land-sea switch

- Use of dense electronic packaging in the CDU to allow inclusion of the computer,
thereby eliminating a separate computer LRU.

- Use of a single card CPU, namely the SKC-3020 which was already developed, in
production and directly applicable

- BITE was incorporated to the module level to eliminate special test equipment
thus reducing LCC cost

- Use of DIPs in the remainder of the system to reduce component and assembly
coats

- A rechargeable battery and charging circuit to sustain the memory during power-
", ' off conditions had been considered. This was rejected in favor of a throw-away

battery which was already in Army inventory, resulting in significantly reduced
cost due to elimination of the charger.

In addition to the above trade-offs, the use of computer aidpd design and the early
involvement of production experts were major contributors to meeting the cost
targets. The CAR permitted minimization of mechanical and electrical tolerances and
elimination of the need for trimming or adjusting on the production line.

The early involvement of production experts resulted in card designs suitable for
automatic insertion of components and use with automatic test equipment.

The low parts count, and the reduction in fabrieation-Induced fnilures by automated
productinn toechniqua., resulted in a prodirted Mrl'lW of o v ,r 0, )( h0,,utrn wit noo t 1w

!O~ JA IV(IJ1 0014 I
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use of costly HiRel components. The AN/ASN-128 production cost for the initial buy
of equipments was nearly 25 percent below the DTC goal originally assigned to it, and
the goal itself was significantly lower that the actual cost of any Dopplers in
production at that time.

4.3 LIFE CYCLE COST CONSIDERATION .

The DTC program which minimized the production cost of the LDNS also recognized the
requirement to minimize Cost of Ownership or Life-Cycle Costs. The Life-Cycle-Costs
were defined as the production cost plus ten years of operating and maintenance
costs. These costs were computed and traded off against various maintenance policies
to develop the most cost effective maintenance plan.

The significant design characteristics which led to a minimum Life-Cycle-Cost are the
following:

- Low Acquisition Cost
- High Reliability (MTBF)
- BITE capability to isolate failures to the module level without the use of

special test equipment
- Minimum use of non-standard parts p
- Low mean time to repair (NTTR)
- No trimpots to become misadjusted

4.4 MEETING THE ESSENTIAL TECHNICAL REQUIREMENTS

The ESSENTIAL and DESIRED technical requirements are listed in Table I together with
the corresponding LDNS capabilities. It shows that the LDNS exceeded the ESSENTIAL
requirements without compromising the DTC target.

The many trade-offs of features versus cost performed during the DTC effort did not
affect acceptance by the user community of the LDNS as evidenced by the successful
testing and placement of orders for over 3,000 systems by the U.S. Army and military
agencies of eight other countries.

TABLE 1. ESSENTIAL TECHNICAL REQUIREMENTS

REQUIREMENTS SPECIFICATION LDNS CHARACTERISTIC
(ESSENTIAL/DESIRED)

TOTAL WEIGHT 50 LB/35 LB 28 LB

SIZE 3500 IN.3 /2000 IN. 3  1191 IN.3

CDU HEIGHT - 6 INCHES HEIGHT - 6 INCHES

DEPTH - 8 INCHES DEPTH - 8 INCHES

PRESENT POSITION 2% CEP/l% CEP 1.3% CEP

ALTITUDE 2-10,000 FT/2-15,000 FT 0-14,000 FEET

DESTINATIONS 6/10 10

PREDICTED 1000 HOURS 2121 HOURS
RELIABILITY

(MTBF)

5. CONCLUSION

The writer is convinced that a properly implemented DTC proqram in a powerful tech-
nique for reducing the production and Life-Cycle-Cost of new avionics.

This paper has provided a detailed implementation mothodol,1,1y hased upon experience
gained on actual development programs. The prospertive implpmpntor of this type of
program is cautioned that Design-to-Cost is not "junt another" cost reduction tech-
nique, but it is one that requires strong discipline and clone cooperation between
the procuring agency and the contractor to keep coat an a majot denlqn requirement.

d~iN4iXi 1N~4jtsij10'9 LV 11 1J1ii(ILH1dJ1A
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-xperience has shown that several elements of DTC methodology are particularly
important.

The user must be realistic in dividing design features into ESSENTIAL and4 I~DIRED categories - it takes a strong effort to avoid making all features
ESSENTIAL

An open two-way dialogue must occur between developer and buyer regarding the
relative importance of the DSSIN3D features

The user/buyer must be willing to accept the significant responsibility in
selecting the right combination of ESSENTIAL and DESIRED characteristics, and is
thereby exposed to the possibility of future criticism if operational experience
shows that this selection was not correct.

. :The developer is also faced with difficult decisions in determining which
DESIRED features will be eliminated to meet the cost goal. During an evaluation
of competing systems that meet the DTC goals, the difference in DESIRED features

. . could decide the winner.

Conceived by some as a negative feature of DTC is the exposure of details of procure-
ment and pricing policies of the customer and the vendor, respectively. The vendor
wi:inesses first-hand the difference in opinion that can occur within the user com-
munity regarding the importance of various design features. The customer obtains
details of the vendor's cost breakdown structure and pricing policies that are
normally not made available and that could possibly affect the vendor's financial
relationship on other contracts. Some customers and/or vendors may decide that the
advantages of DTC do not justify these "exposures*.

Surely the customer could avoid the above mentioned issues imposed by DTC by simply
reverting to the "classical" buyer/vendor relationship. The buyer canvasses the user
community with his "wish lists' and converts these into a firm system specification
for the supplier to bid against. Although this procedure may seem easier for the
customer and the vendor, it undoubtedly raises the cost of the final product over
that of a system design resulting from a thorough trade-off between design features
and their cost.

Hopefully, the techniques and experiences discussed in this paper will convince
procuring agencies, supported by equipment developers, to apply the DTC concept in
order to obtain cost effective and affordable avionic systems.

R.,RENC,.
1. Department of Defense Directive, "Major System Acquisitions, Number 5000.1,

March 29, 1982.
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PREGUIDAGE ET PILOTAGE

A L'AIDE DE SENSEURS INERTFIELS COMPOSITES

par

Mr iResseguier
SAGEM

BP 51
F.956 12 Cergy Pontoise CEDEX

France

RESUM4E

Pour rdsoudre le probl~me du prdguidage de petits engins Liquip~s d'autodirecteur, SAGE4 a coricu
et fabriqud SUR MESURE des 6quipements SIGA. (Systeme Int~grO Gyro-ALCc6lrom~trique Lid), compatibles avec -

les contraintes de volume, de maintenabilit# et de prix.

Ces systbmes utilisent

- des senseurs inertiels "composites" A I& fois gyrom~tre et acc~l~romttre,

- un bouclage multiplexe,

- une organisation liee (STRAP DOWN),

- une technologie Olectronique adapt~e.

1-OBJECTIFS (Figure 2)

1.1 -Le developpement de l'Inertie permet d'Lquiper des v0hicules tr~s divers.

11 y a une vingtaine d'ann~es, l'objectif 6tait l'obtention de performances compa~tibles avec les

missions des engins balistiques et avions de combat.

1.2 -Ensuite, le progres technolagique entrainant une reduction des volumes et des coOts permit de doter

d'un systme A inertie des vihicules moins sophistiqu~s.

Le syst~me SAGEM P4SD, construit autour du gyromitre GSD (prksentC6 en 1980 a une conference AGAR!),

a d~montrf, au cours dessais officlels au Centre 8 Essais en Vol, sa capacit@

-d'alignement autonome en gyrocompas,

-de navigation en inertle pure,

avec une precision globale meilleure que 3 nautiques/heure.

1.3 -Dans le domaine des performances mayennes, pour obtenir un meilleur compromis coft-performance,
SAGEM a ensuite proposd des 6quipements utilisant le GSL dont la classe est de 1 ordre de queiques
degres par heure. Ses applications sont trbs nombreuses (rof~rences d'attitude, stabilisation...)

1.4 -Aujourd'hui,l'extension vers les petits engins, pour r~soudre le probltve du pr~guidage, donne de
plus en plus d'importance aux contraintes (figure 3)

-Prix,

-volume,

-grande dynamique,

-trts faible temps de reaction,

-simplicite-maintenabilitf.

Les quantitts A fabriquer sont plus importantes et le,; performances moins (IritiqIes.

Ces considl~ratinns obliqent A concevoir do% 0.quipe'nw'nts rn

-I WmtAnt le nomwe des composonts (fiectromcaniir% 14 O'lt, traniquw.)

J4N~dXJ 1.%N k1;NdAUL) V( ~ It jjjiia d ill
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- liminant les rglages coOteux au profit de compensations par calculateur,

-rewidant automatiques; les fabrications *t les contrdles,

-s'adaptant au volume disponible & bord du missile.

L'objet de ce documsent est de ddcrire une rdalisation correspondant &ce besoin.

2 -SENSEUR COM4POSITE -PRINCIPE

2.1 - Ddfinition

Par "senseur compositeo on entend un capteur inertiel qui, ] a fois gyromiNtre et accdldrombtre,
est bien adeptd A un volume r~duit et I un Prix faible du systbme de pr~guidage.

Plusleurs principes sont connus. Dens l'exeple ddcrit on ajoute Ia fonction accdldromltre A un
s.. * ~ gyromitre en mattrisant les effets des accdltrations lindaires (balourd).

A laide de 3 senseurs composites 2 axes, on rdalise un systbne de mesure triaxial.

2.2 -Principe du systime do mesure triaxial

Nous supposons connu le principe du gyroscope A suspension dynamique accordde. utilise en mode
asservi (mesure gyroin~trique).

Lorsque sur un tel gyro (figure 4) on ddcale suivant la direction de l'axe de rotation le centre
de masse G du volant (rotor) par rapport au centre de suspension 0, l'appareil devient sensible non
seulement aux vitesses angulaires autour de ses deux axes de mesure, mais Ogalement aux acc~ldrations
lindaires le long de ces m~mes axes.

Une vitosse angulaire six~ et une acc~L 'ration r~ engendrent un couple C d'axe 01' tel quo

-.... .... .. n + m .OG. r

(H =moment cindtique du volant)

(mn masse du volant)

Les tensions mesurdes u~ et u~ sont des fonctions composites de n et F

ux = A fa * B rx

UY A a + B r
y yy y y

Ace stade, il est impossible do calculer axt h, Py Y*~,

Cette difficultd disparalt avec 3 capteurs (figure 5) dont les axes de spin sont paralloles aux
axes OX, OY et OZ et dont los coefficients A et B sont judicieusement choisis.

Aux erreurs do mesure prL~s,les 3 capteurs d~livrent les tonsions suivantes

Capteur G1

uy A1y sly B1y r~

Capteur G2

u2z = A 2z Q.+B2z rz

u A 2 X n + 62x r x

Capteur G3

' 3x ~3x U5 ~ 3x rx

As~x 'LNiq4W4JAUU IV (I IJ~ilmtijl I



On pout calculer nah, Q. r'. r, y t r z si les d~termlnants

Al BJ - Aj 51

ne sont pes nuls.

Cette condition est satisfaite avec la configuration

- capteur GI gyroscope non~ balourdf,

- capteurs G2 et G3 gyroscopes balourdds d'une valeur identique, mis de momenits cindtiques
oppos~s (inversion du sens de rotation).

Salt :A 1  2 A z A

B 2z B2x B 3x~ B3y ~B

Les coefficients A et B sont optimists on fonction du profil de vol du missile afin de
caract~riser 1e rapport dos sensibilit~s aux accdldrations lindaires et aux vitesses angulaires.

Par exemple 1 g-- 10'/s.

2.3 -Senseur composite GSL82

Le composant de base est un gyroscope accordd 2 axes miniaturist son sch~ma est classique.

A partir do ce composant, SAGEM a EtudiO et fabriquE un senseur composite (gyroscope balourdE),
le GSL 82.

La sensibilitt accdldrou~trique est r~alis~e par docalage entre le centre de masse do l'6l6ment

sensible (toupie) et 1e centre do larticulation (joint flexible).

Les ordros do grandeur des caractdristiques physiques sont mndiqu~s sur la figure 6

- encombrment est faiblo,

-le rendement d& motour couple do pr~cession est excellent,

- Ta vitesse do rotation 6lev~e permet d'obtenir facilement la bande passante n~cessaire,

- 1e couple du iuotour Olimine tout risque do d~synchronisation,

- un boltier Olectronique incorpord transforme le signal du dstecteur en une tension continue

dont 1e facteur d'dchelle ost noimlist.

3 -BOUCLAGE DU SENSEUR COMPOSITE GSL 82

3.1 -Objectifs

Le bouclage des capteurs obit aux rtgles suivantes

-coimmande du moteur couple en analogique. Cette m~thode, la plus simple, reste Ta plus
satisfaisante compte tonu des dur~es des vols et des tendances A osciller des gyroscopes deux
axes,

digitalisation des informations (vitesse angulaire et acc~l~ration lin~aire) dans Ta boucle.
pour assurer I'EsgalitEs des intigrales des signaux analoqiques et num~riques. sous une forme
compatible avec une liaison numirique bus,

-multiplexage des inforimations des 3 sonseurs,

-filtrage, r~jection assur~s par Te calculat'ur.

Par ailleurs

- l'Oquipempnt est miniaturist,

- IA cadence des informations destinfes au pi Intaqp est OTevft (de I ordr' de 500 Hz) .

3.2 -Sc(:h~mi ude Iboucta

I ehortclq.. pt's srh~mAtiquewnt re'prE~sent$ f iitt, 1.

-~~ iJ4%VjJdX I $ V (Ii) ))IIA IH
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3.3 -Asservissement des 6 chaines

On se reportera au schdma synoptique, figure 8. Trois capteurs GSL 82 sont asservis par la
chatne multiplexte

-un multiplex 16 voles, commandt par le calculateur, explore en s~quence

*les 6 tensions continues reprdsentant les attitudes des 0616ments sensibles des 3 capteurs.

*les 4 tensions continues reprdsentant les temp,6ratures internes des capteurs et la
tempdrature ambiante,

*le faux zdro de la chatne dlectronique de d~codage,

*les; diff~rentes tensions d'alimentatlon,

- ,. (a fr~quence de multiplexage est voisine de 1 100 H~z),

- un convertisseur analogique-numdrique digitalise les tensions ci-dessus en mots de 12 bits,

- un calculateur traite les signaux de d~tection des capteurs (integration, filtrage, rdseau
correcteur) et calcule les commandes des moteurs couple de procession de ces capteurs
(mots de 16 bits),

- un convertisseur num~rique analogique de 16 bits transforme cette information en une tension
analogique.

Cette tension est aiguillde vers le moteur couple correspondant au d~tecteur scrutO, par un
Echantillonneur-bloqueur de prdcision cowmandL6 par le calculateur. Cet 6chantillonneur
bloqueur maintient pendant une p~riode de multiplexage le courant d'asservissement t un
niveau constant.

Le signal traversant l'6chantillonneur-bloqueur est amplifid par un amplificateur propor-
tionnel ; le courant correspondent traverse le moteur couple de pr~cession et une rdsistance
de contre-rdaction ou de mesure.

-deux niveaux de contre-r~action sont s~lectionnds par le calculateur, ce qui permet un
changement d'dchelle automatique et conf~re ainsi une bonne pr~cision aux signaux de faible
niveau (pendant Ia majeure partie du temaps de la mission).

REPMRQUE La pr~cision de la chalne (conformitE entre le courant traversant le moteur couple de pr~cession

et la valeur correspondante digitalisfe acquise par le calculateur) est donnde par

-le ddcodeur,

-1 Echantlllonneur bloqueur,

- 1amplificateur d'asservissement.I

Les autres El6ments de la chalne nlinterviennent pas.

Le zdro de la chalne, test6 6 chaque sdquence du multiplexage,est m~morisd dans le calculateur

et corrg.

4 - TRAITEMENT INTERNE

4.1 -Fonctions assurfes par le calculateur (figure 9)

Le calculateur

- traite les signaux de d~tection et 6labore les ordres de pr~cession (asservissement),

- effectue les corrections thermiques et les mod~lisations statiques des capteurs,

- calcule les vitesses angulaires p, q, r et les acc~l~rations lin~aires ax, a, et a2,

- g !re les cofimandes de mltiplexage et de sdquencem'ent. le d~marrage des toupies, la commutation
de gain,

- gore linterface,

- contr~le le bon fonctionnement,

- envoie les 3 sorties digitalisfes p. q, r sur 3 convertisseurs num~riques analogiques
fournissant ces donnfes sous forme analogique.

4SNJUdI4 LNJV4NWJAUU ILV CIAJMJrIU(d4&l
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4.2 -Compensations des erreurs syst~matigues

4.2.1 -Les erreurs syst~matlques de la mesure uxsont

C x drlve constante,

CL a * +i aa d~calage des axes,

B r + a- r sensibilitt aux couaposantes d'acc~ldration lindaire sur les axes transverses.y

Les valeurs des paramibtres sont, pour chacun des 6 axes, mesur~es lors de la calibration du bloc
senseur et stockdes dans la mifiire REPROM.

4.2.2 -Le mod~le peut Wte compldtd par un tersee tenant compte de la variation du moment cindtique
en fonction de la vitesse d'entratnement du gyro autour de laxe de spin.

Mais il s'aglt, en gdral, d'une perturbation de courte dur~e dont leffet intdgrO est
ndgligeable.

4.3 - Compensation des facteurs d'tchelle

4.3.1 - Auto-dchauffeient

On corrige les variations de facteur d'dchelle dues h l'6chauffement de laimmnt du ,ioteur-
couple lorsque 1'intensitEs d'asservissement est 6lev~e. La dur~e des sollicitations est &prandre en
cons iddration.

4.3.2 -.Lem.4rtuream i ante

La r~gulation therinique du bloc senseur nest pas n~cessaire. On corrige les facteurs d'6chelle
en fonction de la temperature initiale.

Une compensation dynamique, en vol, est rdalisable. Elle nest pas, en g~ndral, envisagie
compta tenu

- de la bribvetd des fortes perturbations,

- de la longueur des constantes de temps therniques,

- de Ia faible dur4e du vol.

4.4 -Compensation du faux z~ro de Ia chalne

A chaque soquence (soit environ A 1 000 Hlz), le z~ro de la chalne est test6. La r~sultat m~morisO
est introduit comme un terse correctif.

4.5 -Elaboration des information de sortie

Apr~s correction des tensions mesurtes. 1 'unit6 de traitement

-s~pare las informtions

*vitesses angulaires.

*accdldrations lindaires,

-gLre leur transfert par un coupleur au bus 1 5538 par exemple.

Les sorties sont disponibles 500 fois par seconde environ.

*5 -DESCRIPTION DU SIGAL

(Systtme [ntL~grd Gyro-Acc~l~rom~trique LiE)

5.1 - Gdndralit~s

cneorDisposant d'un senseur (miniaturisd et ayant un qrand cftirw dvnw'turv) il otW possibledt,

- de faible volume.

- de forse adaptable I lespace disponible,

en uttlsant les techniques des systtm',. lit's (strap down) vt en opt Iisant lI &1ctroiique Pt la conne vjL~t.

;ISNgdXJ I.A00Jt'~iAWt Iv V (jI i It OW 0
................................................ . . . . ...
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5.2 -Forme adopt~e

La photographie dun des exemples de rdalisation de SIGAL (figure 10) montre a quel point les
contraintes de forme ont Pu 6tre prises en compte.

Le volume de cette rdalisation est de 1,5 de3 .

5.3 - Bloc senseur

En fonction des contraintes op~rationnelles (vol typique du missile) I 'architecture du

lcsneripet atin plfmentievluer

orettiniocrnill e sner par rapport aux axes de vitesse angulaire ou

Les fonctions d'asservissement et de traitement sont regroup~es sur une seule carte multicouche,
constitufe de quatre 6l6ments relidss par des circuits souples.

Cette technologie, flexible-rigide, garantit un encombrement minimum et une excellente tenue en
ambiance dynamique s~v~re.

Un seul connecteur assure linterface du systiame et du missile.

Le d~coupage fonctionnel fait lobjet de la figure 12.

Les choix technologiques (modules hybrides -circuits pr~diffusds) sont des compromis entre les
contraintes de prix et de volume.

6 - SlGAL - PERFORMANCES

6.1 - Adaptabilit# (figure 13)

Les performances sont partiellement adaptables aux caract~ristiques du v~hicule ;elles r~sultent
de divers compromis

-domaine de mesure en acc~l~ration lindaire et en vitesse angulaire,

-simultanditEi des valeurs a mesurer ;les valeurs maximales correspondent en g~ndral &des axes
Orthogonaux,

-axe (roulis par exemple) des perturbations les plus importantes ou les plus critiques.

En fonction des donn~es op~rationntlles, on optimise le balourd (accdldrometre) en fonction du
moment cindtlque (gyrombtre). Les lmites sont dues aux couplages parasites.

6.2 -Ordres de grandeur

Diffdrents systbmes SIGAL sont en d4veloppemmnt ;les ordres de grandeur des performances sont
indiquis sur Ia figure 14.

Les performances d~pendent, entre autres. du 'mode d'utilisation adopt6 pour le systhme d'arme

-dormant,

-en veille permanente.

Le temps de r~action inf~rieur h deux secondes est compatible avec un missile dormant.

7 -Sl&AL - DEVELOPPEMENT (figure 15)

Les systtmes SIGAL sont actuellement des prototypes rxistant ri plusieur,; versions pour diverses
utilisat ions

Sont acquis b ce jour

- le contr~le des performances des senseurs environ trtntr (I ont W~t tests,

- h's essais statiques et dynamiques en laboratoire. 11,s (ot permis de dOvolopper les ntthodfes
Pt les loqicipls de calibration et d~valuation.

- la qualifion dynamique en laboratoiri' par Jlmulntion Wtin profi do I vol.

Les premiers essals en vol Auront lieu en 19111.

J INdIJ INJ4NAJAU Iv 11 JIIls'' M4
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8 SIGAL CONCLUSION (figure 16)

Les syst~mes SIGAL r~pondent au besoin nouveau et tr~s large du pr~guidage des petits engins
AIR-AIR, SOL-AIR et AIR-SOL.

La disponibilitd d'un capteur bien adapt6 a lensemble des spkcifications perinet de roaliser
des syst~mes "SUR P4ESURE" en ce qul concerne

-la forme, 1lencontrement,

-les modes d'utilisation.

J~iNJdx 2 NJANUJAUU I V 'I iii It IOdd 4I



9-8

Figure 1 - MIDCOURSE GUIDANCE AND CONTROL WITH
COMPOSITE INERTIAL SENSORS

I - GOAL

2 - COMPOSITE INERTIAL SENSOR (PRINCIPLE)

3 - CAGING LOOP

4 - PROCESSING UNIT

5 - SIGAL - DESCRIPTION

8 - SIGAL PERFORMANCES

7 - SIGAL - DEVELOPMENT

8 - SIGAL -CONCLUSION

Figure 2 - SAGEM INERTIAL SENSORS

HIGH ACCURACY (0.01*/h)

1960 . FLOATING GYROS
PENDULOUS ACCELEROS

GIMBAL PLATFORM
1975 * TUNED GYROS

ELECTRICALLY SUSPENDED GYROS

MEDIUM ACCURACY (0.06°/h)

1965 . FLOATING GYROS - GIMBAL PLATFORM

1975 . TUNED GYROS

GSP - GIMBAL PLATFORM

GSO [STRAP DqWN]

(FLIGHT TEST OF MSD :3 NAUT/HOUR - GYRO COMPASS PURE INERTIAL SYSTEM)

LOW COST (W/h 10'/h)

1960 * TUNED GYROS .'"""
GSL --- TRAP DOWNJ

STASII IZATION

COMPOSITE SENSOR
GSL 82 -- , TRAP rOWN]i

J.NJdXJ 4N."-N&yJAUJ IV (I (II 'H



Figure 3 - NEW GOAL

- MIDCOURSE GUIDANCE FOR SMALL MISSILES

- CONSTRAINTS

. COST

. VOLUME 1.5dm3

. REACTION TIME 2 sec.

. DYNAMIC RANGE

. SIMPLICITY

- HOW?

" RUGGED SENSORS

" MINIMUM NUMBER OF INERTIAL SENSORS

" NO EXPENSIVE ADJUSTMENTS

" ERRORS COMPENSATION (COMPUTER)

" SEMI-CUSTOM ELECTRONICS

" CUSTOM DESIGNED SHAPE

Figure 4 - COMPOSITE INERTIAL SENSOR
RATE GYRO A ACCELEROMETER

. 3 COMPONENTS VS 6

GYRO USING THE MASS UNBALANCE EFFECT

C = MEASURED TORQUE

C=Hxx + m.OGx rx

H CENTER OF MASS

G WHEEL

_ C TORQUE
SPECIFIC FO RCE Ix  - . O-

0 y

lx: ANGULAR HINGE
x RATE

ONE COMPONENT

2 EQUATIONS

4 UNKNOWN PARAMET- RR.

.NIAJ 'N..,NWJA0 Vd ?
- . * . o

. . . . . . . . . . . . . . . . . . .
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Figure 5 - 3 AXIS COMPOSITE SENSOR

e 3 COMPONENTS -•

z
6 EQUATIONS G3

6 UNKNOWN PARAMETERS

,. , .r .. r ) _-.:

* MECHANIZATION

A. B = SCALE FACTORS

SUx = A x 1 x + B
x r x  PITCH

SEVERAL POSSIBILITIES
ROLL GI .--

EXAMPLE:RL

G1 A=% =A y = B =o 0. =

G2 Az =Ax=A Bz = =B a

G3 AX=Ay~=-A Bx = B, =

* RELATION ANGULAR RATE/LINEAR ACCELERATION

EXAMPLE :1 g 100
/s

Figure 6 - COMPOSITE SENSOR GSL 82

-DRY TUNED GYRO
WITH MASS UNBALANCE ANGULAR MOMENTUM 5000 DYNE CM SEC.

WEIGHT = 1001 TORQUER YIELD 4 0o°Is/PrW'AT

DIAMETER = 30 mm REACTION TIME I SEC.
LENGTH - 35 mm CONSUMPTION 2W
WHEEL - 5,59 THERMAL '4NSOR

- SPEED 320 Hi SCALE FACTOR RATIO I 10-/

.". . <: I " .. NO"IVN AL) .. v - '-(1 01 .'

- " ". A_ ' *: .* .. :U - = •. " .- ,. ' '. ._.,. •". " ' "• " .•", " .. "". "" , ."*"."". "," .%"% % -"." "% ,
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Figure 7 -CAGING LOOP

-ANALOG CONTROL OF THE TORQUER
-CODING OF OUTPUTS -~BUS

-COOING IN THE LOOP

GSL 62

ITORQUER IKF

DECOOIL OFF ET* ERO

TOMOFACTOR

MIPROCESS DC0 l

.i6id~.~ N~NTELU W86 OUTPII fU1

COTO LOGIC.
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K2 FN r Figure 9 - PROCESSING UNIT

O CAGING LOOP

COMPENSATIONS OF COMPOSITE MEASUREMENTS (VOLTAGE)

- FIXED DRIFT

- AXIS MISALIGNMENT

- TRANSVERSE MASS UNBALANCE

- ANGULAR MOMENTUM MODULATION
(OPTIONAL: GENERALLY NEGLIGIBLE)

- SCALE FACTOR

. SELF HEATING

. STATIC TEMPERATURE ENVIRONMENT

. DYNAMIC TEMPERATURE ENVIRONMENT

(OPTIONAL: GENERALLY NEGLIGIBLE)

- BIAS OF THE LOOP
(CONTINUOUS MEASUREMENT)

® COMPUTATION OF ROTATION RATE AND SPECIFIC FORCE COMPONENTS

® CONTROL OF MULTIPLEX

O CONTROL OF INTERFACE

Figure 10 - SIGAL EXAMPLE
(STRAP DOWN GYRO - ACCELERO SYSTEM)

4 3,N1tI)J IN 1 4N)I.A\ ) 1 1..W-11 :

. .. -.. ' .
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Figure 12 - ELECTRONICS

(CAGING ANDOPROESSING

AMPL

*c rCTM D!IOE SHAE -

-CLUSTER

*OPTIMIZED PRICE AND VOLUME

F~ULL CUSTOM MODULES (FCM)

~SEMI CUSTOM MODULES (SCM)

MICROPROCESSOR (lip)

PLUG
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Figure 13 - SIGAL PERFORMANCES

ADAPTABILITY

ANGULAR RATE

e RANGES +

SIMULTANEOUS LINEAR ACCELERATION - "

ANGULAR MOMENTUM
RATIO

MASS UNBALANCE

* CRITICAL AXIS ROLL?

-- ORIENTATION OF MEASUREMENT AXIS

Figure 14 - SIGAL PERFORMANCES
EX OF TYPICAL VALUES

REACTION TIME < 2 SEC.

- RATE GYRO

RANGE 50/

T SONTTERM: 5°/h
q DRIFT

DIT DAY/DAY :40*/h

NON LINEARITY : 2.10
.

BAND WIDTH :100 Hz

MISALIGNMENT : 5 ARC MIN.

- ACCELERO

RANGE :50g

B SHORT TERM: 1.5.10
4 
g

DAY/DAY 10" g

NON LINEARITY : 2.10
" .

BAND WIDTH :100 Hz

MISALIGNMENT : 5 ARC MIN.

- COUPLING

STABILITY : 2.10' g P" '.5

- NOISE (0 .250 Hz) : 0.6 ^11

- TOROUER

YIELD . 400 Isp/ P.WATT

J$NX-J JLNV4NWJAO(9 IV (11 JIIULjild IlI
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Figure 15 - SIGAL DEVELOPMENT

SEVERAL PROTOTYPES

SHAPES

SPECIFIC RANGES

ETC.

IN I~

0LABORATORY TESTS

(STATIC AND DYNAMIC)

CALIBRATION

SOFTWARE TEST

FLIGHT

DYNAMIC G.JALIFICATION

(FLIGHT SIMULATOR)

IN isms

MISSILE FLIGHTS

Figure 16 - SIGAL CONCLUSIONS

-PROTOTYPE DEVELOPMENT OF SEVERAL MODELS FOR MID COURSE

GUIDANCE AND CONTROL.

-CUSTOM DESIGNED SYSTEMS

*SHAPE

*VOLUME

*OPERATIONAL FLIGHT

*OPERATIONAL MODES
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LASER GYROSCOPE RANDOM WALK DETERMINATION
USING A FAST FILTERING TECHNIQUE

by

John G.Mark and Alison Brown
Litton Guidance and Control Systems.

5500 Canoga Avenue
Woodland Hills, CA 91367 USA

Abstract

Laser gyro performance is typically evaluated by measuring the random

walk in angle associated with an instrument. However, the laser gyro -, outs

angle in quantized pulses and the angle quantization has a similar effect on

gyro test data as white noise in angle.

In order to reduce the effect of quantization error on gyro test data,

Litton has developed a high speed filter which outputs half second accumulated

data samples. The quantization noise power in these samples is reduced by a

factor greater than 512 while the random walk characteristics are virtually

unaffected. High precision measurments of a gyro's random walk coefficient

may therefore be obtained from a small data set.

This paper describes the operation of this fast filtering technique,

analyzes its effect on gyro test data, and presents laser gyro test results

which demonstrate the technique.

Laser Gyroscope Error Model

The stochastic errors in a laser gyro can be modeled by a random walk in

angle, a white noise in angle and a quantization error. In Appendix A it is

shown that quantization error has a Power Spectral Density identical to that

of white noise in angle of spectral density N sec /Hz where Q is the

quantization level and T Is the sample time interval. Hence for 0.5 sec

JSNidXA 1NjNNVIjAU v 1 IJ0Id l, JU "- .._ _: ._,___.. .. ". . . .-,"-- - .- .,.. ,._ - ..- .. , _. ." " " " " ", - ,.. . . . .. - . - * - . ,_ .. . --... ., . -_.-..( -.--,._ .. . .."" .:_:... .- _i
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data and quantization Q - 0.46 sic, the spectral density of the equivalent

white noise generated will be:

N Q ( (0.094 siP/,/i z .)2

The Root PSO of 0.5 sec simulated rate data from a gyro assumed to have a.

quantization error as above and a random walk spectral density of NR - (0.0015

deg/1 /iH)
2 is shown in figure 1. The dashed line represents the random walk

level.

The Root PSI) of gyro data with only random walk in angle is shown in figure 2.

The variance of the rate estimate a2 is the area under the square of the RootAe
PSU in figure 1. At

Q2

random walk rate spectral density and T - 0.5 sec is the sample interval.

Figures 1 and 2 show how for 0.5 sec samples the quantizatlon error dominates.

the measurement variance in Equation (1). If the sample time is increased or ":

if the quantizatlon level Q is decreased then the effect of the quantization

error on the measurement variance is reduced. Increasing the sample time -

however, extends the test time as it takes longer to collect a representative.-.

number of samples.

4L

Because of the presence of dither, bias, and secondary dither, the quant-.-'-

tization error is randomized so that it has a similar frequency spectrum as_-".

UT

white noise in angle. The quntization error can therefore be reduced by •

FiguresX INIANViJ and 2 show~h how fo-.5scsape teqaniato rrrdmiaeprfltn the data atve hih freqces. ths willc sinfichantiedcethen

erro thmesrmn vainei reue. Icesn th sapletm

howeerexteds he tst imei .La 1J it tae longru. toclet uersettv

.............................. of samples.
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Figure 1. Root PSD of Simulated Gyro Rate Data With Unfiltered
Random Walk and Quantization
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power of the "white noise" generated by quantization error while only atten-

uating slightly the random walk rate noise variance o we are trying to

observe.

Moving Average Pre-Filter

A 1,024 Hz moving average pre-filter is proposed. This filter consists of

five cascaded moving average filters. The configuration used has several

advantages. First, only additions and subtractions are required thereby

minimizing necessary hardware while maximizing execution speed. Second, the

filters have finite impulse response. That is, they achieve their final value

within one sampling time. Third, the filters are "bit conservative" leading

to exact arithmetic results with no truncation or rounding. Finally, although

it is not immediately apparent, it is possible to implement this process with

only minimal data storage.

It will be noted that only one filter is required to achieve the desired

reduction of quantization noise. The additional filters are used to remove

the sinusoidal component of dither.

The moving average filter is implemented as follows:

FI(K) * F1(K-I) + AO(K) - Ae(K-2)

F3(K) - F3(K-1) + F1(K) - FI(K-8)

F5 (K) - F5(K-1) + F3(K) - F3(K-32)

F7(K) =F 7(K-I) + F5(K) -F 5 (K-128)

Fg(K) - Fg(K-I) + F7(K) - F7(K-512)

*-~ L

where F,(*), F3(*), F5(*), F7(*), and Fg(*) are the five filter outputs and K

is the index of the discrete data points.

The final output of the moving average pre-filter is then placed into an

accumulator to provide 1/2 second samples.

JUNidAJ 1ii43MAAW) LV UJjiIII ld II I-
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-F 25 512 F9(K)

K-1

The overall transfer function of the filter is given by:

F(Z) 2_2 i-c 5 1  ( 22(2)+1)
TTZ- M.0 I--*1- 2

Figures 3a and 3b show the filter transfer function and response.

Attenuation is over 25 dB at 2 Hz and increases progressively at higher

frequencies. Over 200 dB of attenuation is achieved at dither frequencies

(-400 Hz) so that dither is essentially removed from the output AF..

e 60

-0140

S-180

-25- -20

.2 i -ls-inL

-2201&L

-30.. -240
0 0.5 1 1.5 2 2.5 3 3.54 0 64 128 192 256 320 384 448 512

FREQUENCY (Hz) FREQUENCY (Hz)
(a) (b)

Figure 3. Moving Average Prefilter Transfer Function

In Appendix B, the effect of the moving average filter and accumulator on

random walk in angle and "white noise" in angle produced by quantization is

derived. The reduction of the random walk rate variance is predominantly due
I#

to the longest summation in the moving average filter which is of the form:

y(K) y(K-1) + X(K) - X(K-512).

If the accumulator sums over m - b12 samples, then, from Appendix B. the RMS

of the filtered 1/2 second rate data AF is approximately given by

.-. . .. . . . . . . . ."
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Simulation Results OF +

To illustrate the performance of the moving average pre-filter, gyro data was

simulated for a laser gyroscope with 0.46 sec quantization and a random walk

in angle of 0.U015 deg/V/. Simulation data was generated as shown in

figure 4 to demonstrate the effect of the filter on quantization error alone

and on a combination of quantization error and random walk.

BIAS DITHER

I

i

OUANTIZATO 

I. -Z-1 
FI T R AC 

l

(FIGURE 5d)

DI R E'- u RF R-EI~ 5T IOI

UN-FILTERED
QUANTIZATION
ERROR R

Figure 4. Model of Laser Gyroscope Simulation

Figures 5a, b, c, and d show the simulated data. The same data set was used

throughout the simulations to generate PSD's. Figure 5a is a 256 data point

sample of unfiltered random walk. Figure 5b shows the filtered quantization.

The data in figure bc represents the filtered random walk data. Comparison

with figure 5a snows that while the RMS of the random walk is slightly reduced

by the filter, the data is virtually unchanged. Finally, figure 5d shows the

filtered sum of quantization and random walk. It is clear that filtering has

reduced quantizatlon noise to a level well below random walk.

ISN rjdXj * ., ' NtJAU!) Iv ) j j. 3Jt)(u . 'i - .
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C a(U) 0.5 F FILTERED RANDOM WALK FROM ABOVE
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0 16 32 48 64 80 96 112 128
TIME SEC

Figure 5. Filtered Simulation Data

I

Figure 6 shows a plot of the single-sided Root PSD of the quantization error
AO

on the unfiltered simulated gyro data-.e

A

From Appendix A this Root PS0 should fit the curve

,402 2 -1-"
.2- 4Q sin ift

which is also plotted on figure 6. The expected RMS of the data is

A2 2 cQ 2
a _- Q

or a= u.376 deg/hr which is close to the actual RMS of the simulation data,

o = U.395 deg/hr. In figure 7 the filtered quantization error is shown.

Theory predicted that the RMS error should have been reduced by the Moving

Average Filter by Vf2 to 0.0166 deg/hr. The filter actually reduced the RMS

to U.0148 deg/hr, the additional attenuation being due to the additive effects

of the additional filters which were not accounted for by equation (3).

N ' iA') IV (1 1,
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~ 0.375 RMS -0.39468 DEG/HR

0.625.

CS 0.3250

gL~ 0'7
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Figure 6. Root PSI) of Unfiltered Quantization Error
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Fi gure 7. Root PSk) of Filtered Quantization Error
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Figure 1 shows the Root PSD of the unfiltered gyro data containing both gyro

random walk, which is to be estimated, and quantizatlon error. The Root PSD

should fit the curve

2 NR + T sin2 1ft 1/2

Tp

which is also plotted on figure 1. The RtS of the data can be calculated from

cli 2,0 2 + "
At 4

or = 0.40 deg/hr which was as calculated from the data. The filtered gyro

data is shown in figure 8. As can be seen this Root PSD closely approximates

that of a random walk.

The RMS calculated from this data is a8F - 0.0997 deg/hr. Working backwards

through equation (3) and converting units gives:

NR

NR (0.0863 Deg/Hr/1(-i) 2

R, .. " ~ ~NR - (0.00144 deg/Iii-r) 2 ,i i

72
This is to be compared to the value of NR ( 10.0015 deg/ 'Hr)2 which was used

to generate the simulation. Therefore, using the filtered gyro data to cal-

culate the random walk has introduced no significant errors to the estimate

and has allowed a much faster determination of random walk than would have

been possible with conventional methods.

''N04X A .LN; I~tAQI) V I~ V 1101A
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0.375

RMS 0.099738 DEO/HR
0.250

Co , ." .-..

o 0.125

0 0.25 0.5 0.75
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Figure 8. Root PSO of Simulated Filtered Gyroscope Data

I

SUIMARY OF GYRO DATA

I

Table I summarizes data collected on several gyros in a comparison test.

The results indicate good correlation between the random walk estimated from

100 sec samples using auto-variance in a standard ATP and those using samples

which have been processed by the Moving Average filter.

Conclusion

This moving average filter has been used at Litton for the past year to

evaluate many Ring Laser Gyros. Filtered data samples have given reliable

random walk coefficients from the RMS of as few as 256 samples (128 secs) when

compared with unfiltered data taken over much longer times (as high as

24 hours).

14NtI J ' J AJ'.i IV I 1 Iif Iit 1,1 it!
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TABLE I.

Fast Filter Random Walk
Gyro Random Walk From ATP

Serial No. Estimation Deg/JiiH Data Deg//r "-

275 0.0026 0.0031
1232 0.0020 0.0020
959 0.0011 0.0009

1088 0.0010 0.0011
1049 0.0009 0.0009
470 0.00130 0.0018

Simulated data has shown that with 256 half second samples, the Moving Average

Filter estimated a random walk coefficient of 0.00144 deg/I-r which was very

close to the random walk simulated.
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APPENDIX A

Effect of Quantization Error on Angle

The quantization error eK can be modeled as

Kp

UK 6K K Qo QK

where Q is the initial quantization error and iK is the error introduced on

the Kth angle count.

Both errors are uniformly distributed +1/2 pulse and so have variance

YQZ  Q QZ/12 where Q is the quantization level.

The auto-correlation function of , the angle error is given by:

ye(K) =E J~ lj+K Q

2I

This is equivalent to the auto-correlation function of a bias with variance

o~a 2and white noise with spectral density N0 - Ta se /Hz mhere T is the
Q ~Q

sample time.

Incremental angle measurements are generated using the equation

ABK OK " eK-1

4...--

, 
,. .°



so the auto-correlation function of 6K is

Y 0 E A9~K A9 E [K] * ~e1

K K [K' _2EcYQ-

=E[K -'K-1) ('K-1 ' K-2)] -

~~(K) -O;Ki$-1,O,1

The~~~~ Fore rnfr fY 8 K) *. V!-At) gives the PSD for the incremental rate

measurements 7twith quantization error.

1 -i-j 21lnk/N *
T, ~y,(K)e

T -

For a white noise process, the PS0 could also be obtained from the aplitude

response as:

t) jQ X (Apqlitude Response) . . l~12
22

**~~~'a '.-- 2 4
-2cos ( .)- Q~ sin'
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APPENDIX B

Ef fect of Novi ng Average FilIter on Gyro Data

The noise acting on a gyroscope, white noise in angle (due mainly to

quantization) and white noise in rate (random walk in angle) can be modeled as

shown in figure B-1.

AORW

At1Z 1  i-r ~ 2
-1A

SAMPLER FILTER ACCUMULATOR
Figure B-1. Model of Laser Gyro and Prefilter Driven

by Random Walk and Qu~antization Error

22

variance of the filtered output a fA 2(considering only one element of the

moving average filter) is given by:

where

N1-Z )

a2 Q K + 2(K-1) cosO .. 2 cos(K-I) I (2-2 cos NO) dofA 2iiN2K2 (a) 2

if KNH then only ZK survives in the integral.

JAixjd J LN4V4NMjAU!I IV ti -1jfl111)Hd III



Thus, 2
2a

Because the filter has a finite output response (i.e., an input signal will be

output within one sampling time), the filtered quantization will have a PSD

function of the same form as the unfiltered quantization.

22

The accumulator alone will reduce the variance to -- 2so the addition of

the Kth section of the moving average filter has reduced the variance of the

output due to white noise in angle by a further 1/K. Adding in the other

sections will further reduce the variance but the most significant effect is

introduced by the section with the greatest delay, K.

If the random walk in angle has spectral density NR, then the additive effect2
of the variance of-".is OR2 M. The filtered rate variance due to random

At _
walk in angle oaf is given by

2 -K

2 r (IZ) (1-Zd
fR 2 2 -1

2-KN f~aK (I -i )( "-

2 T K + 2(K-J) cos J ( N + 2(NJ) cos
27rN K - ~

2I

Note that only cosine2 terms survive, i.e..

Id Cos2 jd - 112

I

SNjdX.j NW NAAU iv (i.J) tauudJ,.
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Thus,

0 VR2ORZ K-iKN + 2 (K-J) (N-J)
K N +2 zI-1 ;

which can be sud exactly giving

. .Of 2

• I-

Again, as other sections are added, the variance is reduced further but the

most significant effect is introduced by the section of the filter with

lar est K. If K - 512 and N -512 then T - NAt - 0.5 sec and the total fil-

tered rate variance is:

o Q + 1- 51 -

At 512 (NAt

2 22 N

It is seen that the quantization term is reduced considerably more than the

random walk term to the point where

2 2 NR

- T

±0F
The PSi] of - may now be easily formulated. As explained earlier, filtered

quantization has a PSI of the same form as unfiltered quantization. Again

invoking the finite output response of the filter, we can determine that the

random walk autocorrelation function can have only a DC component and one

J ,NJdXJ LNJ INII JAW) I V I Iti I tit ue
. . . . . . . . . . . . . .... .. . . . . . . . . . ..J" ' " " . "- ". .""' •"" ,". ." *" - " "","",-" -" ,".".• ' *. .'"
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* add~itionial symetric component. Further, the filter gain at DC must be unity

* since a constant input into the filter will yield the same constant output.

Fromt the previous calculation, we find that the DC term is approximately

1 -1/3 - /3. Therefore, the PSD of the rate is given by:

2S

n42Q si 2 in 1 co(2irnj

T0 sin 2 n 2  2 .sinnJ

*.sin

T. + N

LI

6I

hS~X'.j% DI 3ojid1
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THE SERIES 2000 - A MINIATURE GAS BEARING DTG
FOR LC0W COST STRAPDOWN GUIDANCE AND CONTROL

by
Dr. G. Beardmore

SMITHS INDUSTRIES AEROSPACE & DEFENCE SYSTEMS
Integrated Systems Group

Bishops Cleeve,
Cheltenham, Glos. GL52 4SF

United Kingdom

SUMMARY

The development and status of a novel Dynamically Tuned Gyroscope (DTG) is
described, with particular reference to the specialised technology employed to yield a
cost effective design. Its unique configuration posesses a number of important
advantages over those used in conventional tuned sensors, and allows, for the first
time, a self-acting gas bearing to be incorporated in a strapdown DTG. Other features
of the design include the use of a capacitive pick-off to replace the traditional
inductive version, a high performance spin motor and a fully fabricated flexure hinge.
This hinge overcomes many of the technical and commercial disadvantages of the now
familiar 'carved-from-solid' hinges. The paper discusses the problems that have
hitherto prevented the application of gas bearing technology to tuned sensors and
describes how these have been overcome by the Series 2000 design. Current performance
of the sensor is summarised and its advantages over contemporary rate sensors are
compared with the requirements of future guidance and control applications. These
include airborne, missile, underwater and surface systems where life, reliability, ready
time and affordability are of prime importance.

1. INTRODUCTION

Smiths Industries have manufactured a range of single axis rate sensors at their
Cheltenham facility for over forty-five years. The majority of these sensors have
utilised ball bearing technology but over the last 20 years, a range of miniature open
loop gyros have been developed in which the ball bearings have been entirely replaced by
gas bearings and flexure suspensions. The introduction of this technology has resulted -
in an impressive improvement in life and reliability, with in-service MTBFs of over
85,000 hours currently being achieved [].

In 1979. a requirement was identified for a low cost two axis rate sensor for
application in a wide range of current and future strapdown systems up to and including
IN quality. The Dynamically Tuned Gyroscope was a natural candidate for,this role
because its principles were well proven and the concept of dynamic tuning was accepted
throughout the industry. However, a preliminary study revealed some serious limitations
with existing DTG technology in terms of both manufacturing cost and operational life,
and showed that these limitations were directly attributable to certain common features
which included the flexure hinge, the ball bearings and the general configuration.

The design philosophy therefore centered around the need to eliminate the spin axis
ball bearings and to introduce a self-acting gas bearing to support the rotating flexure
hinge and rotor assembly. This in turn dictated a fairly radical re-appraisal of the
traditional rotor/flexure hinge design which invariably overhangs the central flange and
bearing assembly, and in which the hinge is normally carved from solid metal. In
addition to these specific technical considerations, there was an obvious advantage in
utilising the existing and proven gas bearing and flexure pivot technology already
employed throughout the company's Series 700 range of miniature gyroscopes [21.

2. DEVELOPMENT HISTORY

Research and Development of the Series 2000 DTG, Fig.l, commenced in 1980 and took
the form of a joint venture programme between Smithn Industries and the UK Ministry of
Defence. The programme was carried out in two phases, culminating in the manufacture nr
both breadboard and prototype hardware for joint evaluation by both parties. A
dedicated team was established at Cheltenham to carry out the design, development and
manufacturing aspects of the programme and close liaison was maintained throughout with
the Radio and Navigation Department of the Royal Aircraft Establishment at Farnborouqh.
Independant evaluation of the gyro and its associatedl olretroni-n h.!' been carried oit"
by the Radio and Navigation Department at Farnboroiqh tiI evaluation of the latest
improved prototype hardware is continuing.

3. GAS BEARING vs DTG

Design of a gas bearing for application In n tDrG involves a banic conflict in
requirements and it is perhaps significant that no previous attempt anp ar to have bi-ePr
made to combine these otherwise proven technologies. The ga bearin1 'itilises the
viscous effoets of the lubricating gas to generat Oaol carrying c-iplity and, by
definition, requires sufficient gas to be present in order to ontablinh reliable
hydrodynam ,, %i hricat ion. Convorn,,ly, the gyra 1,,t r,,rmnr,.-' In .t,.v ,'.,,t t.y Ihe ,-I l,- ' ,-
,Ias damplnq t orqties on Its inertia| o|ements ann,! all cot,.mgpciraTy liei s of this tyle* -
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are obliged to operate at a reduced case pressure in order to achieve acceptable drift
rates. The magnitude of the effect depends upon the geometry and gas involved but case
pressure reductions down to one quarter atmosphere are typical. This lower limit is
itself a compromise in order to prevent deterioration or loss of the lubricant in the
ball bearings. At first sight, these conflicting requirements appear to preclude the -
application of gas bearings to dynamically tuned sensors. The problem is compounded
when one recognises the implications of the fact that the inertial assembly overhangs
the bearing system in a conventional DTG design. This overhang represents a difficult
design problem for any bearing system but for a self-acting gas bearing it presents
almost insurmountable difficulties.

To overcome these conflicts, the problem was approached from two directions. First,
using experience gained on the Series 700 sensors, a gas bearing was designed to operate. -

at reduced ambient pressures. Secondly, a DTG design that would operate successfully at
relatively high case pressures was evolved by careful aerodynamic design of the inertial
element and its immediate surroundings. Most important of all, bearing overhang was
eliminated by the design of a novel fabricated flexure hinge which allows the gas
bearing to pass completely through its centre of mass. By combining these features it
has been possible to produce a gas bearing OrG that will operate over a wide range of
case pressures from sub to super atmospheric. In fact, an environmental/performance
trade-off can be achieved by simply selecting the case pressure on any given mechanical
design and the manufacturing advantages of this arrangement are obvious. Furthermore,
the Series 2000 bearing is specifically designed to use ordinary clean room air as a
lubricant, in common with our existing range of gas bearings and in contrast to those
used in other gas bearing sensors. The use of air as opposed to an inert or rare gas
fill has considerable benefits in terms of ease of manufacture and, contrary to what
might be expected, results in a more stable surface chemistry at the gas bearing
surfaces. It also has unique benefits in relation to the Boron Carbide selected for the
bearing components, as will be discussed.

4. CONFIGURATION

The conventional layout of a DTG is illustrated schematically in Figure 3.a.
Design details vary somewhat but the basic configuration has changed little over the
past twenty years. The overhang of the flexure hinge does not contribute to long
bearing life and any sag of the central shaft in its bearings is automatically sensed by
the pick-off and appears as an error output. This arrangement lacks symmetry and the
thermal paths of the torquers and spin motor are long and are not necessarily
independent.

In contrast, the configuration of the Series 2000 DTG is shown in Figure 3.b. The
overhang on the spin bearing has been entirely eliminated and the design has gained in
both symmetry and simplicity. A relatively large gas bearing has been inserted through
the mass centre of the flexure hinge assembly and both the hinge and the spin motor
driving ring lie between the thrust bearings on either end of the journal bearing. Both
torquers and the spin motor are heat sunk directly to the outer case, which also
provides magnetic screening and a hermetic seal. This multi-function case also serves
to locate the three modular sub-assemblies and therefore replaces both the central
flange and the screening covers on contemporary designs. The one-time build around a
central flange is replaced by three fully interchangeable modules, each of which can be
tested independently prior to final assembly and the combined operation of the three
modules can be verified functionally prior to inserting them into the case.

The case and mounting arrangements are designed to allow the user to take the
fullest possible advantage of the internal heat sinking and the DTG can therefore be
embedded into a mounting block and secured against the narrow mounting location with
three synchro style clamps. This preferred method of mounting allows external heat
sinking along the entire length of the case and reduces thermal gradients to a minimum.
Alternatively the sensor can be mounted on a flat plate or bulkhead in the normal
manner. Where multi-axis packaging is required, the aspect ratio of the DTG is
important as sensors must be mounted with their spin axes at right angles and it is the
overall size of the cluster that is important rather than the case diameter alone. The
Series 2000 has been designed with this in mind and makes maximum use of the volume
available while minimising the overall size of the cluster. The input axes are
identified by a case label and, more accurately, by an alignment pin at the terminal end
of the case.

5. GAS BEARING DESIGN

An H-Form or spool bearing was eventually selected as the most appropriate
configuration for this demanding application. Other arratgements have their advocates
but an H-Form bearing offers the greatest design flexibility and is easier to
manufacture than conical or hemispherical systems (3]. lgarithmic spiral pumping
grooves are cut into each stationary thrust surface and hnlical qrooving is used on the
journal to suppress half speed whirl and to enhance thn ripninq aotinn.

Designinq a bearing which would operate satisfactorily at both low and high
pressures proved to be a difficult task. In convnntional gyroscopes, the wheel can be
operat,-i at speeds of 24,000 RPM and above, but for turn,, sensors, other constraints
,,orera 1ly limit the rotational speed to about. 1,11f thin vnie. 1 T, 1 , . ,,,,t io, In, ,..'
tog.l'thor with the tt,.Iu ,eI ambiont prnsnurP a fnt t -- I. I, , a lot.in,, n prooeipaly -fiw$l
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available to the designer and more subtle techniques must be employed. Operation at low
pressures and clearances brings with it an increased risk of performance degradation due
to slip flow effects (where there are simply not enough gas molecules for the gas to
behave as a gas) while bearings optimised for operation under these conditions may
consume excessive power at higher pressures. Finite difference analysis had been used
to optimise our previous gyro bearings and, based upon this experience, a technique was
evolved which allowed the design of a DTG gas bearing to proceed. Similarly, the
geometric design of the assembly was studied with a view to achieving a low and
reasonably balanced specific loading on both journal and thrust elements. The final
running clearances selected were below 40 micro inches (I micron) and some measure of
the combined efficiency of the bearing and its drive can be gained by noting that the
total synchonous power consumption is less than one watt at a case pressure of one
atmosphere.

All the bearing parts, Fig. 5, are machined from solid Boron Carbide. This is a hot
pressed ceramic material with outstanding physical and chemical properties. It is the
next hardest bulk solid to diamond (3000 VPN), is lighter than aluminium (2.52 g/cc) and
has excellent wear and friction characteristics. Unlike most other gas bearing
materials it does not require a boundary lubricant to achieve an acceptable start/stop
life because under rubbing conditions, a combination of local frictional heating and
oxygen produce a soft dry lubricant (boric oxide) in microscopic quantities at the point
of contact. Boron Carbide has been used extensively in Smiths Industries gas bearings
for many years and bearings incorporating this material have demonstrated over 100,000
start/stop cycles without failure. By using the same material for all the bearing
components, differential expansion problems are avoided but exceptionally tight
machining tolerances are still required in order to preserve the running clearances.
All parts are machined to micro-inch tolerances and the design allows the gas bearing to
be assembled and tested prior to final assembly of the gyro.

6. SPIN MOTOR

A six pole, three phase hysteresis motor is used to drive the bearing and flexure
assembly at its nominal tuned speed (N) of 200 Hz. The choice of poles and phases was
influenced by the need to minimise 2N frequencies which could interact with the flexure"
assembly and cause drift errors. Motor design was based upon the successful Series 700
spin motor and has been optimised to meet the special requirements of a hydrodynamic
bearing. These include the need to generate a high instantaneous starting torque, while
maintaining efficient operation under synchronous conditions. The Series 2000 motor
differs from traditional hysteresis motors insofar as it has an integral fringing band
(flux bridge) across the teeth of the laminations and uses a solid, as opposed to a
laminated, hysteresis ring. Under starting conditions, most of the torque is generated
by inductive currents flowing in the solid driving ring and the motor only assumes the
characteristics of a true hysteresis machine at synchronism. No ligaments are necessary
and the power leads are fed through the centre of the gas bearing to keep them well
clear of the sensitive inertial element. The spin motor niolule incorporates a magnetic
shield and is thermally bonded to the outer case.

7. FABRICATED FLEXURE ASSEMBLY

The now traditional method of forming the flexure hinge is to start with a solid
block of metal and carve it away by grinding and spark erosion techniques to establish a
two axis Hookes Joint. This method of manufacture has many disadvantages. Grain flow
cannot be aligned along the length of each flexure and local defects coincident with the
neck of the flexure can result in an unacceptable scrap rate. Electro-discharge
machining (EDM) leaves a poor granular finish and even if this is locally polished,
sub-surface damage remains and the flexure is weakened. The design must allow access to
all areas for machining and the final tolerance build-up is normally high. Since spring
rate is proportional to the third power of the flexure thickness, the rate, and hence
the tuned speed can vary in practice by up to 30%. Mechanical adjustment is therefore
required after assembly in order to keep the tuned speed within acceptable limits.
Finally, the manufacturing technique is expensive and does not readily lend itself to
large scale production. A study of patent applications shows a trend toward a
semi-fabricated construction in recent years and suggests that the limitations of the
'carved-from-solid' approach have been recognised, though not all these ideas have been
translated into production hardware.

The flexure hinge used in the Series 2000 design is fully fnbricated from some 51
separate parts and is based upon an unusual 'pins-held' flexure pivot that has been use!
in our miniature gyroscopes for many years. Here, the philosophy was to fabricate the
hinge from a large number of relatively simple components hut, since many are identical,
the final assembly contains only six different pairtq. The flexure hinge, Fig.6. takes
the form of three concentric co-axial rings, inter,-nnoct-1 via two pairs of cross
spring flexure pivots to produce a universal joint. Each pivot is the, size of a match
head and is fabricated from twelve components. The pivots are buiried within the wall
thickness of the three rings, making n very coipar't annembly which ii later cemented
around the outside of the gas bearing. The two f]oxiiro hi an in ea(-h pivot are
photo-etched from precision rolled strip whose thi--tnerss |i controll,' to -60 micro
inches (0i.5 mi-ron) and the relative position of the hI: ah's is controllel by para;l -" ".
p ils which fit into, aceurately machine'i holes in ,ich of t he two ,nd fltIiem.
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Fabrication is achieved by chemically depositing a very thin layer of a special
alloy material onto certain components prior to assembly. The self jigging assembly is
then raised to a high temperature under vacuum where the alloy melts and is pulled into
all the joint areas by capillary action. Surface tension forces in the liquid metal
then centralise and align all the individual components and both blades, pins and pivot
flanges float into their correct relative positions. Careful control of the process
parameters allows limited penetration of the liquid braze into the substrate structure.
This increases the strength of the joint and allows some of the base material to go into

solution, thus raising the melting point of the braze and permitting successive brazing
operations to be completed without disturbing the mechanical integrity of the original
joints. Once all the joints have been established, further heat treatment sequences are
used to condition the magnetic and mechanical properties of the structure and lastly, a
controlled cooling sequence assures the final assembly is completely free from residual
stress.

Designing the local geometry to take advantage of surface tension and capillary
effects is no easy task but the benefits are considerable. The exact amount of braze
material required to form each of the 104 joints in the hinge is automatically provided,

* with the surrounding surfaces acting as a braze reservoir. By using surface tension
forces to align the individual components at high temperature, manufacturing and
assembly stresses are virtually eliminated and the accuracy of the finished hinge is far
higher than could ever be achieved by relying on the machining tolerances of the piece
parts themselves. The local anchor point geometry of each flexure blade is defined by
the shape of the final braze meniscus and can be closely controlled via the brazing
temperature. [Where flexures are formed from solid or fabricated by conventional slot
or abutment techniques, the anchor point geometry can vary considerably from part to
part and cause corresponding variations in spring rate.) Because the flexure blade is
formed from precision rolled strip prior to assembly, its physical characteristics can
be assured with a very high degree of confidence and the grain flow orientation can be
optimised for each blade. Similarly, the blade surface is highly polished and free from
both surface and sub-surface metallurgical damage that could act as a stress-raiser and
reduce its strength. Each blade is of constant section and does not need to be 'necked'
to achieve the required spring rate. Each pivot is a true cross-spring device and it is
known that cross spring suspensions have important performance advantages over other

* forms of suspension when applied to dynamically tuned sensors.

This unique design and manufacturing technique allows a very compact flexure hinge
assembly to be produced, with a bore large enough to take a hydrodynamic gas bearing.
The Figure of Merit (a dimensionless parameter indicating the 'goodness' of the design)
is very high and the effect of mis-tuning errors correspondingly small. Finally, the
method of manufacture readily lends itself to large scale production because many
flexure assemblies can be processed simultaneously.

8. TORQUER DESIGN

The torquer is a conventional D'Arsonval configuration, using a segmented Samarium
Cobalt magnet and a high permeability return path. Encapsulated torquer coils are used
to improve both the structural strength and the aerodynamic cleanliness of the design.
Experimental work showed that capture rate would be limited by thermal distortion of the
torquer coils rather than by electrical failure and the mounting and encapsulating
arrangements are designed to reduce these effects to a minimum. Considerable effort was
directed at optimising the magnetic design of the torquer to obtain the best possible
capture rate consistent with the lowest practicable magnetic onakage. To this end,
Finite Element analysis was used to predict the flux patterns within the magnetic
circuit and the field strengths for comparison with those measured on experimental
hardware. The Finite Element analysis was carried out on a large mainframe computer anil
the results subsequently used for the calculation of capture rate, inertias and masses.
Optimisation of the torquer cannot be carried out in isolation and must of course be
considered in conjunction with both gas bearing and flexure design.

9. THE CAPACITIVE PICK-OFF

Inductive pick-off. are used extensively in existing strapown t Gs. Their main
disadvantage is that, however careful the design, they inevitably exert electro-magnetic
torques upon the inertial elament. An inductive pick-off was originally considered for
the Series 2000 but it was soon apparent that the symmetrical design of the gyro readlily
lent itself to a capacitive version.

The resulting two-axis capacitive pick-off ih mechanically simpler than the
traditional inductive version and Tesents an terdynaiacy 'clean' isrface to the
spinning inertial element. Winvae forces Acting on the i rtial element are small ati-
electrical forces are negligible.

The stationery pick-off plate ti manufactured by A photo-etchin process and is
attached to one of the three modiles adjacent to the ornItior oulls. Movement of the
tpinning inertial element about either input axis ases a change in air gap and this
change is detected by one pair of capacitor platen positioned across the diameter of the
wheel. Pick-off sensitivity varies inversely An the necon a power of the air ga lenith
and tha overni a design of the sennor allows thin mdi qap grimiifl orito hoaon" an by
controlled. Mechanical contact between the ttlens ry ick-of plite nd n the spinnini
urface is hihly unt.Eirahle and a @top nise in ttirforn fites n nit lh"e tpos ble i' '.
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FIG 8 FLEXURE PIVOT ASSEMBLY FIGO9 FINITE ELEMENT COMPUTER
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This stop disc spins with the flexure assembly to eliminate rubbing contact during
overload conditions. The pick-off is energised from external electronics and de-coding
circuitry is incorporated in header electronics which is sealed within the outer case.

10. ELECTRONICS

Supporting electronics was developed in parallel with the DTG hardware and is shown
schematically in Figure 10. The purpose of the electronics is to generate a drive
waveform to the spin motor, to energise and decode the capacitive pick-off and to
provide the X and Y capture loops for the torquer. Spin motor drive is derived from a --
4 MHz crystal oscillator and can be adjusted digitally in 0.1 Hz increments. The
three-phase output to the motor windings comes directly from a totem pole configuration
of PET power amplifiers and the drive frequency is compared with the derived reference
via a phase locked loop and shift register system. Pick-off decoding is accomplished _4
within the header electronics and pick-off energisation and bias voltage are generated
within the buffer electronics which is sited close to the gyro. The X and Y capture
loop circuits are identical and in the normal High Rate Loop mode, the torquer coils are
current driven to assist in overcoming heating effects at high rates. Where Low Rate
Loops are provided for test purposes, voltage is fed directly into the torquer coils
because the heating effect is minimal.

The philosophy of the supporting electronics is illustrated in Figure II. For test
and evaluation purposes, the Basic Test Electronics is supplied in two small boxes
complete with interconnecting cables and connectors. Both high and low rate loops are
provided, together with ample test points and associated facilities. These modules
contain plug-in circuit boards that can be exchanged for or supplemented by additional
boards to modify the performance or characteristics of the system. Individual circuit
cards are available separately to allow the customer to incorporate them into his own
equipment and are referred to as'the 'standard production electronics'. However, it is
appreciated that for somae applications, various 'non-standard' electronics will need to .
be developed to suit particular packaging and/or performance requirements and these are.-.
discussed with the customer concerned as appropriate. The current production
electronics uses both CHOS and MOSFET technology. Hybrid power amplifiers are used in
the capture loops but the remainder of the circuitry is discrete. Both the capture and
motor circuitry are contained on small Eurocards and the buffer card measures 86 mm x
54 mm. Smaller discrete electronics have recently been developed to meet specific
customer requirements and the intention is to fully hybridise both internal and external
electronics in the near future. ±15 V and ±30 V. D.C. power inputs are standard.

To date, all performance requirements have been met without the phase locking,
anti-hunting circuitry and various other refinements that are common to most
contemporary DTGm, but the basic electronics described above have provision to
incorporate such refinements at a later date if desired.

11. THERMAL DESIGN

Influenced perhaps by suggestions that certain 'first generation' DTGs dissipated
1 KW under maximum capture conditions, considerable attention was paid to the thermal
design of the Series 2000. Choice of materials was dictated in many instances by the
need to minimise thermal mis-match, and all adhesive joints include an expansion
reservoir to assure the integrity of the joint under ambient temperature variations.
Heat transfer across the gas bearing clearance is good and bearing dissipation can, for
all practical purposes, be ignored. The Series 2000 configuration allows the spin motor
stator to be in close thermal contact with the outer case and the very low quiescent
power dissipation of the motor (41 watt) is therefore easily accommodated. Power
dissipation in the header electronics is also negligible and this leaves the torquer as
the major internal heat source.

Given that the magnetic design of the torquer is made as efficient as possible, the
major problem is to extract the surplus heat from the torquer windings and direct it to
the outside world via the shortest practical route. In the Series 2000, this is
accomplished by bonding the four torquer coils-to a solid copper ring, which is in turn
thermally bonded to the outer case. This provides a very short heat path of high
thermal conductivity and ensures low thermal gradients even under maximum torquing
conditions. In terms of DITG performance, actual temperature is less significant than
temperature gradient and the ability of the Series 2000 desiqn to operate at relatively
high case pressures is an advantage in this respect. The inertial element, gimbal and
flexure hinges rely almost entirely upon windage effects to maintain them at an even
temperature and the presence of a significant atmosphere within the case is therefore
beneficial. As previously discussed, the cylindrical case of the DTG can be mounted
with its entire length in contact with a heat sink, and this further minimises internal
temperature gradients.

The combined effect of Lhe above features has yielded a DrG with excellent thermal
characteristics and with verylow self heating in comparison with other designs. In
terms of ambient temperature, the gas bearing frees the desiqn From limitations imposed
by the lubricants in conventional ball bearings and the Series 2000 will therefore
operate over a wide ambient temperature range.
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12. MNUFACTURING TECHNOLOGY

Series 2000 manufacture involves a number of specially developed techniques and
equipments. Gas bearing parts are machined from solid carbide blanks using high
precision diamond grinding, lapping and polishing equipment. The final bearing surfaces
are achieved by Thermochemical Polishing in which material is stripped from the surface
by a thermal oxidation process to leave a very highly polished substrate that is smooth
to a molecular level and free from normal polishing scratches. Pumping grooves are
formed in the bearing surfaces by screen printing a special resist material onto the
component and then cutting all the grooves simultaneously by Ion-Machining.
Ion-Machining [4], may be likened to sand blasting, but using atomic particles in place
of the sand and an electrical potential instead of high pressure air. It produces high
definition grooves, typically 80 microinches (2 microns) deep whose depth can be
controlled within close limits and which are free from all stress and machining debris.
Ion-Machining is carried out in an argon plasma within a vacuum chamber and many
components can be machined simultaneously at a typical machining rate of one micro inch
per minute. Ion-Machining is an elegant process well suited to volume production and is
considered to be the only practicable way of machining accurate pumping patterns in
ultra hard materials such as Boron Carbide.

The manufacturing technique for the flexure hinge has been briefly described in
Section 7 and relies initially on conventional manufacturing technology. However,

special equipment had to be developed to position and size the holes for the flexure
support pins and the final heat treatment sequences are carried out automatically in a
computer controlled vacuum furnace. Assembly of the piece parts is, at the present
time, a manual operation carried out under binocular microscopes, but the design is
entirely self jigging and no fixturing is necessary during heat treatment.

The manufacturing technique for the torquer coils is of interest because it allows
a high packing density to be achieved and maximises the amount of copper within the
torquer air gap. Two-dimensional coils are first wound on a low melting point
disposable metal former and this is then rolled to form the familiar three-dimensional
saddle-shaped arrangement prior to curing the impregnant and finally removing the metal
support.

The specialised manufacturing facilities are supported by corresponding metrology
equipment capable of verifying components machined to micro-inch tolerances. As for the
manufacturing plant, much of this metrology equipment was either developed or adapted
in-house. Considerable experience in machining exotic materials was already available

within the company but many new skills had to be learnt to cope with the wide range of
different materials used throughout the Series 2000 DTG.-

13. ASSEMBLY AND TESTING

The modular design of the Series 2000 DTG is a considerable advantage during the
build stage, when a suspect module can be quickly replaced prior to rect4fication.
Each of the three major modules are built aod tested separately prior to fitting
together for the first time. Preliminary functional testing of this three-part assembly
can be carried out prior to fitting the outer case, which is initially sealed with an
'0' ring. Final hermetic sealing is completed at a later stage once provisional
performance data has been obtained. A comprehensive sequence of burn-in and testing is
carried out throughout all stages of build. Multi-position and rate table testing are
used to establish the quality of the finished sensor and much of this data is obtained
and recorded automatically via computer driven data logging equipment. Gas bearing
assembly must be carried out under stringent Class 100 conditions involving specialised
cleaning and handling techniques but once the module containing the gas bearing is
assembled, all subsequent work can be completed in a normal gyro clean room environment.
Cements and adhesives are used extensively throughout the sub-assembly sequence and post
assembly cleaning includes vacuum baking to remove all traces of volatile contaminants
that could degrade bearing performance. Although the use of screw threads has been
reduced to an absolute minimum in this design, it is nevertheless a fully repairable
item.

14. ADVANTAGES OF THE SERIES 2000

The advantages claimed for DIGs in general are listed in Figure 14 and the major
features of the Series 2000 design are summarised In Figure 15. They are largely self
explanatory but some coemment is in order.

Frequent claims have been made that DTG performance is largely independent of spin
bearing quality because the inertial elements are effectively de-coupled from the
bearing and drive system by the flexure hinge. However true this may be in theory, it
is certainly not true in practice. Our own experience confirms that performance is not
independent of the spin bearings end that a very significant improvement is obtained
when ball bearings are replaced by a gas bearing. The gan bearinq has proved easier tn
assemble than corresponding ball bearings (which requiro rather critical pre-loading an-
alignment arrangements) and has the following advantages over the latter, viz:
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* Unlimited Storage Life.

* Very high operational life and MTBF

* Very low acoustic noise

* Rapid run-up over a wide temperature range

* Highly stable and repeatable spin axis definition

15. TYPICAL PERFORMANCE

Typical performance currently being achieved from development hardware in tests at
RAE and at Smiths Industries is summarised in Figure 16. The performance compares
extremely favourably with that of comparable tuned sensors in this class and this
combination of drift performance and capture rate is attractive over a wide range of
applications. This level of performance has been achieved, as previously stated, with
relatively basic electronics and after a fairly short development time and is clearly
capable of further improvement.

The current design standard is maturing rapidly and unit-to-unit performance
variations are small. Each gyro has an internal temperature sensor that is user
accessible, allowing external compensation or characterisation to be applied as
required. Extensive testing to date has shown performance variation with temperature to
be exceptionally repeatable and predictable, thus allowing accurate modelling of these
sensor charactistics within a typical processor based system. In-run drift performance
depends to some extent upon case pressure and can be traded against other parameters as
previously discussed.

16. APPLICATIONS

[iTGs in general are already being specified for a wide range of applications
ranging from inertial navigation to missile control and the unique attributes of the
Series 2000 design are expected to further broaden this range of opportunities.
Figure 17 details the range of applications foreseen in the immediate future, many of
which are under active discussion with potential users. The Series 2000 DTG is
currently being evaluated in a medium grade inertial navigation system and in this type
of application, the high MTBF available from the gas bearing is usually an important
consideration. For applications involving missiles, munition dispensers and
sub-munitions, long storage life is becoming increasingly important and here again, the
inherant characteristics of the self generating gas bearing make it the obvious choice
for this role. Similarly, rapid run-up time across a wide range of temperatures can
often be a deciding factor in the choice of sensors for tactical weapon systems and once
again, gas bearing technology has few equals in this respect. In applications involving
underwater weapons and systems, the very low acoustic noise generated bya hydrodynamic
gas bearing (approximately 1/50 of the mean spectral noise density of a high quality
buil bearing) can be a deciding factor.

The current emphasis on cost effective guidance and control systems places
particular constraints on the primary sensors, especially in terms of affordability.
Sensor performance may be superb, but if it is achieved by lengthy fiddling and tweaking
and is consequently unaffordable, the system designer will be obliged to select a lesser
device or to seek a solution elsewhere. The Series 2000 concept is an attempt to reduce
t
' 
- need for these protracted adjustments by applying proven state-of-the-art technology

at the design and manufacturing stages, so increasing the price/performance ratio of the
final product. Life and reliability have been the traditional 'Achilles Heel' of
rotating mass sensors and have driven the continuing search for potentially reliable
alternative devices. The gas bearing effectively removes this limitation from the tuned
sensor and allows it to compete on more than equal terms with contemporary optical and
solid state rate sensors whose size, cost and complexity are frequently unfavourable by
comparison.

17. CURRENT STATUS

Research and development of the Series 2000 DTG is complete and the sensor has now
entered production at Cheltenham. The first production version is designated the 2001
DTG and will form part of a family of DY'Gs intended for both general and specific
applications. Pilot production of customer evaluation hardware commenced towards the
end of 1983 and performance testing of prototype gyros continues in order to consolidate
the data base and identify areas of future development.

18. FUTURE POTENTIAL

It is clear that the basic mechanical and electronic design has potential for
improvement. Drift improvement down to a true IN level should be achievable in the
foreseeable future and certain other parameters can be tailored to meet specific
applications as required. It is envisaged that these improvements will be achieved by
relatively small modifications to the existing hardware and building techniques rather
than by changes to the basic design. A micro-miniature (lens than one inch diameter)
version is already under consideration and this would be cnpable of rnpturinq input
rates in oxxeess of 1000 dog/@ and would have nn onc'rqinntion time of lsna than oe-s
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OTC APPLICATIONS
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FIG 17 POTENTIAL
APPLICATIONS FOR THE

FOR THE SERIES 2000 DTG

second. Ouite apart from the obvious advantages of size, weight, capture rate and ready
time, the dimensions and design of this sensor will ensure it is rugged enough to cope

K..-- vwith the most extreme environmental conditions, as typified by vertical launch and
7 . vectored thrust missile systems.
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RESUME

La technologie du gyrolaser a maintenant dvolud de sorte que ce capteur est devenu utilisable sur
des missiles tactiques de moyenne portie. Aprbs une prdsentation des performances requises pour les
capteurs. on trouvera une description des capteurs, gyrolasers et accdldromtres, retenus pour rdaliser un
ensemble inertiel destinis au guidage et au pilotage de tel missile. Les problhmes de filtrage du bruit stir
les signaux de lecture des gyrolasers sont examines.

ABSTR~ACT

La~eA gq'to technotogg iA now devetoped to the point whe.~e thi.6 type o ineAtiat sen~oAt can be U.6ed
on medium-.'ange tacticol rm.A.zite. AiteA outlining the peA~o~tmance AequiAed Aot the.e e ~o4.6, mi .ahot
go on to de.ac~ribe the taueA gy~so.6 and ar-cee~ometeA, choz~en to con.z.tuct an .n~iat .6yatem des&igned Ao
the guidence and contVwt Cd .atch a in.ate. The pszobtema o6 6.utteeing notite on the t&a.eA ggyso .featdou~t
6ignat-6 witt at,6o be exained.

1. INTRODUCTION

Au cours des vlngt dernl~res anndes, les missiles tactiques ont subi une 6volution profonde et tine
00- grande diversification, tant dans leur taille que dans leur portge, leur mission et leurs performances.

Du momient qulls Etalent guidds, ils Etalent Equlpds de senseurs inertiels fournissant des
r~fdrences pour leur guldage. Ces senseurs Etalent plus ou moins sophistiquds depuls les gyroscopes h
poudres pour les missiles antichar jusqu'aux centrales A composants lids des missiles les plus modernes en
passant par des centrales 4 deux gyroscopes, des plateformes Inertielles pseudo-strapdown I la fin des
anindes 60 et des plateformes trols axes plus rdcemuent.

Les projets de missiles tactiques actuels, A~s lors que leur port~e n~cessite un guidage inertielj mbme peu precis, prdvolent tous Vemplol de centrales A composants li~s..

Pour sa part, la SFENA, envisageant une telle Evolution, avait A~s in debut des ann~es 1970
rechercht! quel serait le capteur gyromdtrique le misux adaptE & une utilisation a composant lid dans un
grand domalne de mesure et dans un environnement sdv~re. Son choix Vest portE sur ie gyrolaser car ii
apparaissalt clairement que ce capteur pouvait. de par sa conception, avoir de tr~s bonne performance en
ddrive sans limitation de domaine de mesure autre qua celie que pourrait apporter ldlectronique utilis~e
pour traiter les signaux de sortie.

I.'emnpioi du gyrolaser a pu paraltre trop luxueux pour des applications aux missiles tactiques et
clest l'une des raisons pour laquelle la piupart des industriels spdclalistes du gyrolaser ont jusqu'ici
privilidglE ie d~veloppement de gyrolasers trbs performants applicables h la navigation pour avions.

11 sembie aujourd'hul que ins performances demand~es aux systmes inertiels des missiles tactiquens
futurs rentrent tout-1-fait dans la gamne de performances r~alisables avec des gyrolasers de petite
taile.

La tecttnologln du gyrolaser a par ailleurs dvolud de telle sorte que des petits gyrolasers sont
aujourd'hul rdalisables industrieilement et I des coflts quileis rendpnt parfaitement comp~titifs vis-h-vis
des gyrom~tres classiques.

La SFENA est dAs aujourd'hui en mesure de fournir des syst(Nmes inertiels tiquip~s de gyrolasnrs et
dont lenconbrnmnnt, le prix et la facilitE de maintenance sont blen mttapt~s tien emiploi sur des missiles
de moyenne port~e tels des missiles anti-navires.L ~ De teis systboes ont g~n~raleinont la configuration de la figure 1.

Trois gyromnttres et trois acc~l~rombtres fournissent des signaux qul ne peuvent Atre utilisos
directement pour I& navigation et in pilotage, soit parce quil faut effecturr des tnrrectlons die hiais rF; de facteur d'dcheile, soit parce qulils sont trop bruit~s pour Wte utilis;6s directement pour in pilot uq"

% ~ou la stabilisation de la ligne de visse de l'auto-directeiir.

Les rAltrlls n~cessaires h la n avigation ont AtO trt 5 %Oluvpnt dri4v t,. ru-x 1,Irince~irnent 1
pi lotaqr %Prnni sp)0r if Itpio aiu ml- lie. .' Pit pnintlionl. (PIr expo.al ne t retii qw d-u I.. .i.w' t% I ~.arc
capteurs et A 1l~atcrdtlon de4s signaux rolcessaircs Ai ]A navigatIOn) Ct aIJ pIl~llf.

4-141AMLN~ IJAWJ' 1V (JiJ Ild f"



12-2

GYROtETRE X KISE EN FOME CALCULS DE ATODRCE
RATE GYRO X DES SICNAUX NAVIGAT1ON AT-IETU

GYROMIEThE Y SIGNAL
RATE GYRO Y ADAPTATION

GYROMETRE Z NAVIGATION SEXER
RATE GYRO Z CWTTO

CALIBRATION

CALIBRATION

ACCELEROWTER XFIGURAE PIOTG

INERTIAL GUIDANCE FOR MISSILE - TYPICAL ORGANIZATION

La suite de cet exposd traltera

-des sp~clficatlons des capteurs pour les utilisatlons Sur missile tactique de rnoyenne portde,

-des choix technologiques concernant le systbwie, les gyrolasers et les acc4l~rombtres,

S-des problbmes de bruit Sur les signaux destinks au pilotage.

2. SPECIFICATIONS DES CAPTEURS

Puisque las missiles mayenne portde sont g4ndralement des missiles I pr~guidage inertiel, la
prdcision des capteurs va ddpendre des performances demand~es au prdguidage.

Lorsque i'on panle de moyanne portke, il s'agit gdndralement de port~es comprises entre 30 et
300 kin, ce qul est trbs 6tendu.

La pr~cision deuiandke au pr~guldage sera telle qua l'erreur de navigation soit trbs infdrieure aux
incertitudes sur la position de la cible au moment ou l'auto-directeur est en mesure de la repdrer. Ces
incertitudes ddpendent dvideumment de la distance de la cible mais aussi de sa vitesse et de la vitesse du
missile.

Lliventail des hypothbses possibles est donc considdrabla ; cependant, en prenant des cas de
trajectoires sur les plus longues distances, on peut fixer des performances n4cessaires pour l'inertie et
en ddduire des spdciflcations pour les capteurs.

Pour ce qul concerne le pilotage, les caractdristiques & spdcifier prendront en compte le type de
trajectoire, les modes de pilotage et les prdcisions recherchdes A 11Impact.

Le tableau de la figure 2 ci-dessous donne un ordre de grandeur des principales sp~scifications pour
les gyrom~tes at les accdldrombtres

GYROMETRE ACCELEROMETRE

Stablltd du blais 0.5 & 20*/h 2.10-4g A 2.10-3g

Marche au hasard 0,1 h 1*/ h
Randomn L4JItb wo

Stabilltd du 5.0- 10-3 10- 10- 3

facteur d'dchelle
Scate 6atoA

Lindaritd du F.E. 5.10-5 & 10-3 10-4 h 1()-
Scdte 6atlo~t

Domina de mesure 400 & ~.2000/sec 200 & 1000 rn/sec2

Ra~nge

Rdsolution 1 h 10 sec. arc/pulse 0,5 1 S cn/sec
Sen&.tPvdty_____________ ____

FIGURE 2
PRINCIPALES SPECIFICATIONS IES GYROMETRIS ET 01-S ACCFIIOMETR[S

JSN;JIX JNY~iA! IV U Jflumw~ Ii
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On peut remarquer que les domaines de mesure tendront toujours I augmenter aussi blen pour les
vitesses angulaires que pour les accdldrations. Si Pon veut qu'un systbme puisse Wer utilisd aisdment
sur plusieurs types de missiles, 11 faut qu'il soit capable des plus grands domalnes de mesure.

Les autres sp~cifications vont concerner le volume, le poids, la consotwnation, le domaine do
temp~rature et vont ddpendre 6troitenont du type de missile et de sa mission. Le meilleur coiopromis doit
Itre trouvd entre Ia miniaturisation, la fiabilitd, la facilit# de maintenance et les coflts. Enfin, les
capteurs dolvent 6tre pr~vus pour une durde de vie en stockage supdrieure b 15 ans et permettre d'espacer
le plus possible les contr8les pdriodiques pour minimiser los co~ts d'entretien des missiles.

3. CHOIX DES CAPTEURS

3.1. Le gyronitre

Dks lors quo Von recherche des stabilitds de bials de quelques degr~s par heure dans un domaine de
mesure pouvant allor au-dell do 2000*/sec.,lo gyrombtre laser est 1e capteur le mioux adaptL'. En effet,
ces doux caractdristiquos, stabilitd du bials et domaine do mesure no d~pendent pas des mimes param~tres
physiques. L'un d~pend do la qualitLd do loptique, lautre do )a bande passante de l'dlectronique. Et Pon
pout aisdment andliorer Pun sans ddtdrioror lautro, ce qul nest pas le cas avec los gyrorektres
micaniques classiquos.

Avant do ddveloppor un gyrombtre laser pour missile, 11 faut faire certains choix tochnologiques.

3.1.1. Choix do la formo et do la taille

Compto tenu des performances domanddes et des contraintes do volume, ]a taille sera g~ndralement
petite et le choix ost possible ontro une forme trlangulaire et une forme carrde pour le bloc optique. -

La figure 3 montre quo pour los petites taillos, la forme carr~e no pr~sente pas d'avantage Evident
pour loncombrement par rapport A la forme triangulairo (I sensibillitd identique bien entendu ; dans ce
cas, un carrd do 9,2 cm est Equivalent I un triangle do 12 cm).

En outro, on volt qulil n'y a plus do place sur le c~tk pour placer la cathode et qu'il faudra donc
la placer sur le dossus, ce qul sera un inconvdnient pour la fixation du bloc optique sur un support et
pour l'encombremont du bloc lui-mmo.

Au plan des coOts et aprbs industrialisation, un gyrolaser triangulaire sera momns ondreux -

puisqulil no compto quo trois miroirs et quo los mtroirs sont un point important du prix du gyrolasor.

TRIANULARSQUARE

FIGURE 3
CO#4PARAISON DES FORMES TRIANC.ULAIRES Oil LARRIIS

7-N1ANAJA? 0H S;QUAim "PAPlA)I (VPAIJA/?
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rwou le choix ddfinitif du p~rimbtre du gyrolaser, il faut tenir compte de lensemble des
performances demanddes. La technologie des miroirs aujourd'hui progresse de sorte qulil est possible de
rdaliser des gyrolasers avec des pdrim~tres aussi petits que 6 cm.

Le tableau de la figure 4 ci-dessous montre les niveaux de performances gui peuvent atre obtenus
pour diffdrents p~rimbtres de gyrolaser triangulaire.

Pdimbtre cm 33 21 12 6

Stabilltd du blais 0,003 A 0,03 0,01 a 0.1 0,1 1 0,5 5
V '1k -1h

Marche au hasard 2.10-3 4 10-2 6.10-3 & 3.1o02 3.10-2 & 0,15 0,2 h 1
Random v&U VT

if*Facteur d'6chelle 1800 1145 655 327
State 6acfrA

Stabilitd du facteur 10-6 & 10- 2.10-6a21- .06~31- 05ai-

d'ichel 1.
Seate JdaOA

FIGURE 4
GAMME DIE PERFORMANCES DES GYROLASERS EN FONCTION DU. PERIMETRE

Pour chaque performance, les val-eurs les moins bonnes correspondent A ce gui peut 9tre obtenu sans
precaution particulibre et donc au moindre co~t, les valeurs les meilleures sont une indication des
am~liorations qul peuvent atre apport~es sur chaque type de gyrolaser salt dans sa definition, soit par
une mod~lisation plus poussde des erreurs.

On volt aisdment qulun gyrolaser de 12 cm de p~rim~tre permet de tenir facilement toutes les
performances. Un gyrolaser de 6 cm peut 6galement Atre satisfaisant mais 11 risque de coOter plus cher
performance 4gale puisqulil faudra lui apporter des ailiorations.

Deux 4lements seront 6galement dkterminants pour le choix. 11 slagit de la stabilitO des
performances pendant le stockage et du niveau de bruit pour le pilotage.

Pour le premier point, des performances supdrleures h celles requises vont permettre d'espacer,
voire de supprimer les contr8les pendant Ia vie du missile. Dans ce cas, le gyrolaser de 12 cm est
beaucoup plus intdressant que celui de 6 cm.

Pour Te second point, le bruit de quantifiaction est 6videnesent multipli6 par deux en passant de 12
1 6 cm. Le bruit de marche au hasard est lui multiplid par un facteur beaucoup plus important dans des
zones de fr~quence oij le pilotage sera sensible (figure 5). Ce point particulier peut dans certains cas
Atre dimensionnant et Itre une limitation pour 1lemploi de tr~s petits gyrolasers.

'/h rad/mec

10 000

FIGURE 5
'10-2 EFFET DE LA QUANTIFICATION

1 000 ET DIE LA M4ARCHE AU HASARO
FONCTION DU TEMPS D'ECKANTILLONNAGE

10-3 QUAN2TIZATON AND RANDOM WALK ERROR

100

10

10-56C

10- 1 c

10-3 10-2 10-1 1 10 loll I flfl 10 000 Be

WI. li 4: YW. IV 1 4.l101- l



Les crit~res d'encombrement imposes pour les missiles tactiques de moyenne port~e pendant la
prochaine d~cennie sont tels qulils nimposent pas l'emplol d'un trbs petit p~lrim~tre. Vest pourquol la
SFENA a d~cidd de d~velopper des gyrolasers de 12 cm pour r~aliser des syst~mes inertiels pour ce type de
missiles.

3.1.2. Dispositif d'6lirination de la zone aveugle

Les gyrolasers prdsentant une zone aveugle due au couplage des ondes lumineuses sous l'effet des
r~trodiffusions des miroirs, il faut les munir d'un dispositif capable d'61iiner cette zone aveugle.

Le dispositif d'dlimination de la zone aveugle retenu malgr6 ses inconvdlnients est lactivation
m~canique qui con~iste 4 faire osciller le bloc optique sur son axe de mesure I une fr~quence de quelcpies
centaines de hertz et avec une vitesse crate comprise entre 100 et 200*/sec.

Clest encore aujourd'hui le seul dispositif qui ne d~t~riore pas les performances des gyrolasers.
Ii utilise l1inertie du bloc optique mont6 sur un syst~me 61astique en rotation. L'ensemble oscille I s
fr~quence propre sous laction d'un moteur coimmand6 par des circuits dlEctroniques adapt~s.

Pour des raisons pratiques, 11 sest avkrO tr~s difficile de l'inccrporer au bloc optique et il est
placd sous celui-ci. Pour dviter tout mouvement conique important, les trois frdquences d'activation sont
volontairement d~cal~es les unes par rapport aux autres. L'ensemble est dimensionn6 pour tenir les

conditions d'environnement m~canique les plus s~veres (figure 6).

FIGURE 8
ACCLLEROMETRE J125

I %C? AV3.A

FIGURE 6
SOUS-ENSEMBLE GYROLASER
[LA:' I GYRO 5I~JF1~

3.1.3. Dispositif de lecture

11 existe une solution optique pour 6liminer le bruit sur la viteso angulaire mesur6 par le
gyrolaser (10 au mouvement alternatif d'activation. Cette solution consiste Ifixer deux 616ments du
syst~me de lecture sur le boltier et non sur le bloc optique et N utiliser le mouvenient relatif du bloc 'rt
du boltier pour crder un difilement de frange 4gal et opposd A celui dO ) l'effet oyromitrique lui-m~me.
Le d6placempnt des franges dD A lactivation est ainsi annul6 et ii ne sibsiste plus que le d~filement
utile.

Ce systbme est assez d~1icat I r~aliser. Le filtrage 6lortronique des 0igniix d'activation a paruj
terme momns coflteux et a W retenu. Clest pourquol, le dispositif de locture Cst classlque et fix6
directement stir le bloc optique.

L(!, autres circuits 6lectroniques assoc1ds au gyrolaser ot qul rospreimont I asservissement do
longueur do cavit6, la regulation du courant et le dispositif d'allm,mu sont classiques.

L'cnsemble dps circujits 6lectronique est rassentb]6 dans trois rircujits, hylirides couches i6paisses-.
I ls spront ult6rictirement rdal lsds en circuit pr~difftiO, ce qui pernittra (It ri'liii le,, coOts.

J~NisA4.1 ay~N~JU~)LV (1 I oi l I II
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Pour rdduire T'encombrenent, les trois gyrolasers sont ddpourvus de boters. us sont log4s dans
les; alvdoles d'une pikce en fonderie qul constitue l'unitd de mesure inertielle (U141) dui systbme et assure -

une trks grande rigidltd et une bonne stabilitd entre les axes de mesures (figure 7).

Le volumne de l'unitd de mesure lnertiele seule ne d~passe pas 1,5 1 et le botler cioeplet avec le
calculateur et les alimentations a un volume de 3,3 1.

MOUTIN PLAT HOC PT

FIGURE 7
SYSTENE INERTIEL POUR MISSILE - ARCHITECTURE

INIERTIAL UNIT FOR MISSILE -ORGANIZA2'ION

3.2. 1' accdldroe1~tre

Les conditions de, choix pour 1'accdldron*tre sont

Un dornaine de mesure important
-Une bonne stabilitg dui biais;
-Une grande rdsistance aux conditions d'environnement mdcanique et notamment aux chocs violents contre
lesquels ils ne seront pas protdgds par une suspension.

La SFENA dispose d'une grande guvuie dlaccdldrombtres pendulaires asservis.

Parmi ceux-ci, le modble J] 125 (figure 8) dispose d'une suspension a pivots tr~s robuste. 11 est
rdalisd dans une technologie faible coOt qul rdpond trbs bien A ce besoin et son dornaine de mesure peut

~ - ~ tWe ajust6 en fonction du besoin.

Ses principales caractdristiques sont reprdsentdes sir la figure 9 ci dessous

Son asservissement est rdalisd en binaire forcd, ce qui permet d'obtenir directement des incr~ments

de vitesse et dvite une conversion tension frdquence toujours ondreuse.

Doaine de mesure m/s2  65 250 500
Range

Factjeur d'dchelle Hz/m/s2  103 256 128

Swae 6actoit 4 ita

VarIa t ion. du. F. E., tea r /OC 1.4 10-4 1.4 10-4 1.4 1()-4 7
S.F. Va~iation wAtei*U

Stabilit du bials I/S2  10-3 10-3 2.10-3

.. .. * variation du. biai5 en tempdr. - IS S/2 .1-4 3.10-3 6.()-3- .. .

....................... vd~Njiion with~i~i temp JI".LWi
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* Les trois accdron~tres sont placds sur un tribdre support fixd lui-m~me sur IM (figure 10).

4. TRAITEMENT DES SIGNAUX DE PILOTAGE

Les critbres de choix pour le traitement des signaux de sortie pour le pilotage sont los suivants

- Retard de datation faible
- Frdquence de sortie pour le pilotage assez dievde (300 & 500 Hz)
-Spectre de bruit aussi riduit que possible.

11 est dvident que les deux premiers critbres sont lids. Nais le retard de datation ye aussi
ddpendre de la friquence dactivation des gyrolasers et du procddd utillsd pour filtrer le mouvemont
d'activation.

4.1. Filtraqe des mouvements d'activation des gyrolasers

Trots procdds sont possibles

Le premier (figure 11), dquivalant au filtrage optique,'consiste I mesurer Ia vitesse du bloc
optique par rapport au bottier, ou dans notre cas au tribdre do l'unitd de Mesure Inertielle. Cetto
mesure, convertie en friquence, est ensuite soustraite de la mesure issue du gyrombtre I Ilaide d'un
compteur ddcompteur.

Ainsi, le mouvoment dO a lactivation est compensd et si los rdglages sont bien faits, il ne
subsiste plus de bruit d'actlvation I Is sortie du compteur ddcompteur (figure 13).

Le second et le troisibme procidd (figure 12) effectuent le filtrage par calcul, par addition des
impulsions acquises pendant une pdriode ddchantillonnage et do celles acquises pendant Ia pdriode
pricddente. On voit aisdment que si lacquisition est faite en synchronismo avec ]'activation mdcanique du
gyrolaser, clest-a-dire si Fc - Fd ou si Fc - 2Fd, ce qui est plus favorable, les impulsions do sorties du
gyrombtre dues au mouvement d'activation vont sldliminer.

Bans 10 cas du second procid6, 1e calcul est fait par logiciel dans 10 calculateur.

Maiheureusement, du fait quo pour dviter des mouvemonts coniques, los frdquences d'activation des
trois gyrolasers sont ldgbrement diffdrentes. 1e prdlbvement synchrone par le calculateur est quasiment
impossible sans risquer do perdre dos informations ou sans rajouter des bruits suppldmentaires. Le
prilbvement sera donc asynchrone, I une friquence voisine du double do la frdquence d'activation. La
compensaton d'un prdlbvement par le prdldvemont pricddent est imparfaite et entralnera un bruit rdsiduel
dont Ia frdquence principale sera FctFd dont linplitude crbte sera vd x 2n (2Fc - Fd).

Bien qu'dtant hors du domalne des frdquonces utilisdes en pilotage, ce bruit pout atre trbs ganant
dens les boucles deasservissement des gouvernes.

Contrairement au second procddd oOi 10 filtrage 6tait feit par 1e logiciel, le tpoisibme procdd
revient A 1'acquisition synchrono en effectuant le retard et l'addition par des circuits discrots
indipendants sur cheque voie. Lo bruit on sortie est alors 6quivalent I celul du premier procddd.

Bans le cas des procds 2 et 3 qui font intervonir une addition entre deux acquisitions angulaires
successivos do durdo Tc (pdriode d'dchantillonnage), 1e retard do datation ost dgal & uno pdriode
d'dchantillonnage Tc voisin de Ia demi-pdriode d'activation Td/2.

Dans 10 cas du procddd 1, la soustraction dtalt faite en permanence et sans retard le1 retard do
datation nest plus quo Ia demi-piriodo dldchantillonnago Tc/2.

PATE SS GYRC C TENSIONISIIO

OPTICAL BLOC VO TACKCUS

UP-DOW F(-DATQF-CMPUIN
CAP RURKN COUNTE R AQUSIIO

MESURE E FIURE ON
FILSE U TAESION TVAIO

MESU jd(E 
ONV ERSU! I VIj)PJdt

OPTICA BLC VOTG
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SOLUTIOT2 FIACQUISLITCION + 1/2F

SOFTWAREOW FITEIN FDATAF

.'. ... SOLUTION 32 FILTRAGE PAR ATIEL 2Fd

HARDWAJRE FILTERING F0 - 2Fd

FIGURE 12
FILTRAGE DE L'ACTIVATION

DITHER HOU0VEMENT FILTERING

P R O C E D E 1 

P Rd EE 2 

P R O C E D E 3

VITESSE BLOC OPTIQUE

OPTICAL BLOCK RATE _ t 1 t +
t -1 t t +2 t+ t 1 c

SORTIE GYROMETRE +
GYRO OUTPUT 11111 MN

SORTIE MESURE cT

VITIS32 VI) BLOC +ME

OPTICAL BLOCK RATE-
AWASUREMENT

ACQUISITION ASYNCHRONE Nt- 1 Nt Nt+i Nt+ 2  Nt+3 t-1 "t Nt+1 1  Nt+2

ACQUISITION

ACQUISITION RETARDEE Nt- 2 Nt- 1 14 Nt~ 1  Nt142 N-2 Nt- 1  N1  Nri.1
DELAYED ACQUISITION

BRUIT RESIDVEL

NOISE AFTER FILTERING +_________________

DELAYED DATATIONf 22

FIGURE 13

FILTRAGE DE L'ACTIVATION A S1 0
DIT'HER FILTERING WHYbN 9 0

Si Pon veut rdduire les bruits pour le pilotage, le choix rcste entre les prockdds 1 et 3.

* - A Ilavantage du procdd 1 son faible retard de datation qui ne d~pend que de I& fr~quence de

calcul.

A l'avantaqe du procdd 3. l'absence de coinPlexitg ats niveau da capteur et des circuits

d'acquisition et de conversion tension fr4quence.

Les circuits de retard et de comparaison Suppldmentair' peuvent ttrr' r~aliSts en technloir

pr~diffuske et seront donc peu ondreux.

Cette solution 3 sera retenue cheque fois qu'un retard de dajtation 6qal I la demi-piriode

daectlvatlon sera acceptable.



*42 B ruits dans ]a chalne &yrom~trioue

La chalne gyromdtrique fournissant les signaux de pilotage compte plusleurs sources de bruit. Elle
est schduatisde sur la figure 14.

La premire source do bruit est. bien entendu, la marche au hasard du gyrolaser dont la densitd
spoctrale qbb s'exprime en 2h

La second. source do bruit correspond au bruit aldatoire imposd h 1 amplitude d'attivation. Elle
correspond I une incertitude sur la position du gyrolaser et est caractdris~e par un dcart type
corresponiant environ h 0,3 q oOi q est le poids do I'incrdment du gyrolaser.

ANCOMPUTATION

+4 FILTERING COUNTE
.29O 29q17!

QUANTIFICATION QUANTIFICATION BRUIT DE
QUJANTIZATION A Fe TRONCATJRE

o 0,39 QUJANTIZATION TRUNCA TION
AT F, NOISE

0 ,4q a-0,29q

FIGURE 14
PRINCIPALES SOURCES DE BRUJTT

MAIN NOISE SOURCES

Deg
2
f Hz

FRFQUENCF
FP.~i ;FNCY

1 Fc

FIGURE 15
DENSITE SPECTRALE DE BRUIT

SPEC THUJP DENSIT'Y NO rSW
Du fait de son type de rdalisation, la r~jection d'activation napporte pas de bruit

suppldmentaire. Par contre 1'acquisitlon des incr~ments sur le conipteur-d~compteur h une fr~quence Fc
introdult un bruit d'chantllonnage dont I'tcart type est 6gal b 0,4 q.

Le traltement des Echantillons peut 6galement introduire in bruit de troncature dont l~cart tvpe
% sera -0,29 q.

* . . -.. . ... ... . . . . . . ..... .. 
. .~ . ..
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Les calculs peruettant d'dtablir I& densitd spectrale du bruit rdsultant de ces cinq sources de
bruit saint trop longs pour Itre reproduits dans cet exposd.

Ils montrent quo Ia densitd spoctrale de bruit crolt en fonction de Ia frdquence jusqu'l un maximum
*volsin delIs moitid de Is frdquence d'Echmntlllonnage Fc.

Ils confirment dgalement que 1 influence de I& marche au hasard est prdponddrante aux basses
friquences cosine le laissait supposer la figure 5.

Des essals experimentaux ont #t# faits pour vdrifier lanalyse thdorique. Les deux courbes de Is
figure 15 permottent de comparer les courbes thdorlques et pratiquos.

Lldcart sur les basses frdquences provient de ce que le gyrolaser utilisk avalt une marche au -

hasard beaucoup plus faible quo cello prise pour faire 1e calcul thdoriquo.

Lonsemble des mesures do bruit rdalisd sur los syst~mes inertiels pour missiles ont montrd quo les
bruits crd4s aussi bien par 1e gyrolaser do 12 cm retenu pour ces dquipements quo par los traitomonts
utilisds itaient compatibles d'un emploi sur los missiles los plus performants.

5. PERSPECTIVES

Si des blocs inortiels utilisant des gyrolasers do 12 cm sont disponiblos pour dquiper los missiles
tactique moyonnes portdes dans los dix prochaines anndes, on pout examiner dbs maintenant dans quelle
direction Yont devoir Evoluor ces matdriels.

11 est bion Evident quo Ia demande des constructeurs do missiles ira toujours vers une diminution
des enomrements et une augentation des domaines; de mesuro pour rdaliser des missiles plus petits et
plus maniables.

Les sp~cifications do ddrive varieront vraisoi'tlablemont peu et Iloffort sora donc I porter pour
los gyralasers sur Ia taille sans pour autant pondre sun lo nivoau do bruit.

Ddpendant do Ia zone aveugle et do Ia quantification, 1e bruit ost lid a la taille des gyrolasers.

FIGURE 16
GYROLASER TRIAXE

'IRIAXIS LASER GYRO

AV4Nii -0 #Y"1*iAQ') IV U441 UUUd,1W

.............................................
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Dans lavenir, pour rdduire cette taille, des amdliorations sont possibles

-dmune part, l'incrdment d'angle en sortie du gyrolaser peut Atre rdduit en utilisant des circuits
dlectroniques adaptds pour treiter les franges d'interfdrence. Bens ce cas, mmse avec: des gyrolasers de 6
cm de pdrimbtre, le bruit de quantification pout Itre amdliord.

-dautre part, les progrbs incessants faits dans la technologle des miroirs do gyrolaser permettront
encore de diminuer la zone aveugle et donc la marche au hasard. La taille des gyolesers pourra donc 6tre
diminude en maine temps que la taille des giectroniques associde diminuera avec les progrbs de
1 dlectronique.

Une autre voie d~dvolution se situe pour les gyrolasers dans ]a rdalisation de capteurs triaxiaux
pour lesquels des travaux de diveloppement sont en cours.

Be tels capteurs plus complexes certes que les capteurs monoaxe permettront do rddu ire
lencombrement global tout en conservant un pdrimbtre supdrieur 14 A 16 cm par exemple pour des parcours
carrd inbriquds (figure 16).

Ces capteurs ouvrent trois perspectives

- Une r4duction dlencombreiient
- Uno r4duction des bruits pour le pilotage
-Enfin, une riduction des coOts puisqu'un capteur triaxe 1 3 parcours carr6 nutilise que 6 miroirs et un
seul adcanisme d'activation.

Bens l'une ou lautre do ces voles, i1 sera possible de d~velopper dens les annies qui viennent des
ensembles inertiels I gyrolaser dont le volume nlexcddera pas 1,5 1, qui seront utilisebles pour une tr~s
grande game de missiles et dont le prix sera rendu trbs compdtitif par Peffort d'industrialisation fait
sur les gyrolesers et sur I& microdlectronique.

4SNJdXi INJV4NWJAU!) LV (ilUJUMU IN



UTILISAT70N D'UN MAGNETOMETRE AUTOCOMPENSE DANS UN SVSTFME DE NAVIGATION
ECONOMIQUE POUR HELICOPTFRE

by

J.LRoch, J.C.Goudon and P1h. Chaix
Societe Crouiet

rue Jules Vedrines 25
-- '5BP 10 14

F-26027 Valence. France

1. INTRODUCTION

L'analyse des missions d'un h~licopt~tre arm6 a faontr6 le besoin dinataller sur celui-ci un systbme
de navigation. En ef'fet, pour assurer so sdcuritd et donc ne pas 6tre ddetecti! par la systbmes ennamis,
I'hdlicoptbre armid doit voler en suivi de terrain & une hauteur infdrjeure ou dgale b 50 11 et b une
vitesae variant dana tout le domaine d'utiljsation. Il est donc dif'ficile de se reporter pendant ces
phases de vol dites "tactiques" d'oj Is nL'cessitd d'avoir un systL~me de navigation sur l'hdlicopt~'re
(pr~cision du syatbme souhsitd).

1.1. Presentation et analyse de diff~rents syst~mes de navigation autonome

11 existe plusieurs sortes de systbmes de navigation autonome (sans aide extdrieure)

'2' - Centrale inertielle

- Systbme de navigation hybride (inertia r~fdaence de vitesse sol)

- Systbma conqposi d'un capteur de cap magn~tique

*dune centrale de verticale

*d'un capteur de vitesse sol

*d'un calculateur

Ce syst~me de navigation permet dutiliser deux types de cap d'origine magn~tiquez

1.1.1. Cap gyromagn~tique

Cet appareil est composd de deux sous-ensembles une "flux-valve" et un compas qyromagnotiqje.

La cosipas qyromaqndtique (gyroscope) eat asservi A long tr'rme sur Ia i~fi~rence magndtique de la
IFlux-valve" afin de compansar les diff~rentes ddrives du gyroscope (drive propre, rotation terrP,

convergence des mdridians).

La "flux-valve' eat un appareul penduI6 gui periset de mesurer It, champ magn6tique horizontal 'rclitif
It Is verticale apparente) et qui doit donc Otre compensd maqnr~tigrement l cause des perturbatic;ns
magn~tiques dues & l'h~icopt~re.
Cette cnmpensation est ddlicate car son automat isation es, prat igiwsent Pxrltia (n~cessitIS d',ffectwvr
Is compensation en vol an statique) at ella n~cpasite un ortiIIinqr couutej (cherchaur de Nord,
thdodolite,....

De plus, Inrsque le vol eat agitd (vol tactique) da nomhreiser, crrurs de cap apparaissent qew
sont d~rea

h Is vannP de flux (arreurs dues & Is pendularit6)

& Is surveillance magn~tique (saturat ion de I'asserv iw'r-mvnt * cuptv (: it, surve illance ftuegitenr

duesg ai aAttitudes et aux acceldrations)

-i au yroncope directionnel (fonctionnemant frequent an rfi recid iini'I, vrreurat de e~rdan is;*'rfint,
snuf pour uf~q rentrales hi-gyrosenpiqiws).

1.1.2. Cap duorigine magntomtrii'

Pt mnaqo6tnm?'t ra eat un capteur qiji permewt de aeaiirer lei I rni iirmpieari I,; du rhaiYp mwInriit iiw
aniant nijivnnt uti rep~nre arthonorm6.

I en crNiiaIii'ifiitwci iiaIIIII lyiE-Iiirtsa ali iii llA vus i ii v cq ni ili dt i (II iti neil i '. u ~ll i~ifitIlV
pi pro Ii't i',i w*i relil'ra I-t ravn ( rephre lhirb iinnl a) Wwd fin iii t'iihdi I,- cap inqri(Iiil'sp1

;d1iN4.XJ LNJV4NWJA(UU IjV (I Ii tIffid III
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Le magnitombtre pr6sente lea avantages suivents

- it no n~cessite pas Vemploi d'un gyroscope directionnel car I0 magnetombtre West pas penduld,
donc pas aoutsa ux smo erroura quo Is "Flux-valve" pendant lea phases accdl6es.

- il eat d'une utiliation simple et pratique grice notassnent au principe do Is compensation
automatique en vol qui supprime lea contraintes lides h une calibration d~licate sur Is machine
et qui permet tine surveillance du bon fonctionnement du capteur et de Is stabilitd des perturbations
asgndt iques.

- le coOt du systb~me est plus modeste car on n'utilise ps die compas gyromagn~tique (gyroscope).

1.2. thoix du capteur magn~tique

C'est 10 magndtombtre statique trois axes que notis avons retenu cosine mayen die mesure do Is r~fdrence
mogi~tique car il permet

- tine compensation plus facile et automatique

- tin coOt plus foible

- tine fiabilitd plus importante car ii no comporte pas dldment mobile.

2. PRESENTAT ION O SYSTEMC DE NAVdIGATION

Le systbme est compoad do

- tn calculateur NADIR (CROUJZET) qui assure

* lacquisition des captetirs

*lea diffdrents traitaments numdriques (compensation, calcul du cap, entretien do Is navigation,...)

*Is visualisation et Ventrde des donndes (PCV)

- - --- tn cindmon~tre Doppler type RON 80 B (ESD) qui mesure dans tin repbre lid b i'avion lea coriposantes
do Is vitesse sol

- tn gyroscope do vorticale GV 76-1 (SFIM) gui fournit lea informations d'attitido (roulis et
assiotte longittidinale)

- tn maqndtombtre statique 3 axes (CROtJZET)

Ce capteur eat constitud do trois sondes dont lea axes ddfiniasent tin tritdre trirectangle dp e sire,
harmonisE avec lea axes avion. Cheque sondo est constitutedtun noyai en matiriai magn~tique entourO
dtin bobinage co-axial parcoirti par tin coursnt alternatif haute frdquence. Ce bobinage pr~sente,
loraque le noyai eat sotimis & tin champ magndtiqie exterieir, des di'tsym~tries die tension 6 sea borne!,
ces disayrn~tries soot ddtectdes et annuldes par tin courant contini qui eat donc proportionnel 6 la t
composante dti champ mesurd par is sonde. Le magndtomhtre fotirnit done trois tensions continuesa
proportionnelles aux projections dut champ magn~tique local dann un rep?-re lid ati porteur.

-Indicateur die navigation type 152 (CROUZET)

Let instrument die bord permet Is visaisiation des informations suivantes

*cap andtiqie stir tine rose

*rotp sagndtique stir tin index

*gisement dtine radio-balise

*distance sti but de destination stir tin compteir

*direction du but de destination stir tine siguulle

-~' "' . slarmess stir trois drapeaux (cap, giseffnt, distaoc&).

L 'entret ten die ta position prdsente Pat assurO par intt~qrat ion rs vospowinotes Vitesse Nord et
Vitesse Eat qul sont obtenues par projection des viteases doppler ht ltude des inf'ormations d'atliido
(roulis et a'tsiette lonqitudinole fournia par le gyrosrope de vvrt ic-0e rt fie linformation tie
cap qogoraphiqle (obteni par cap maqu~tique + ddclinaiqon).

a6j 4c NO~4w AMU LV uj'lu(UUd lit



- . 3. ELABORATION DUI CAP ?4AGNEJIQUE

3.1. Calcul ducpmagn~tique

A partir des trojs composantes du champ magridtique terrestre (Htx, Hty, Htz) et des informations(,9'
on peut calculer les conqposantes long et travers du champ do on an deduit le cap maqndtique (voir
figure 2 pour Is definition des angles et Is figure 3 pour le principe de calcul)

HL ziHx cosO + Hty sing sin'P + Htz sin 9 cos I

HT n Hty coaf -Htz sin'

d'oi Cm Arctg - ) + k 11

L'amiguit6 de 1800 aur le cap due A Is fonction arctangente eat facilesent leyde par IJexamen du

3.2. Probibme particulier de Is compensation

Le chap maqndtique mesur6 par is magndtombtre 3A nest pas exactement, le champ mag~ndtique terrestre
car celui-ci eat perturbd par I 'anvironneoment.

3.2.1. Rappels sur lea perturbations

*perturbations de fers dura elles traduisent lea effets des aimantations; rdasnentes dans Les
matdriaux ferromagndtiques et les chompa crdts par lea courants continua Ces perturbations
peuvent so moddliser par un champ additionnel lid sux axes du porteur

*perturbations de fera dorni : ies traduisent lea deformations des lignes de chump magn~tique
dues 6 Ilinhomog~nditi! de permdabilit6 magnitique du porteur. Elles se moddlisent par un champ
perturbateur qui eat Is prodult dun tenseur [K] par le champ aagn~tique terrestre.

En conclusion, lea assures du champ magntique aur le porteur peuveot se moddliser sous Is forme
suivante (m D~\ (k kxy kxz\ fHt x /b\

Hay ) k:x kyy kyz ' tHty)

inz/ kzx kzy kzz/ \HDz \bz

Champ meaurd champ terrestre

%tenseur de perturbation vc-cteur de perturbation
de fers doux de fe~s durs

3.2.2. Principe de Is compensation

Slil n'y avait paR de perturbations magndtiques, on s'spercevrait que si l'h~licoptbre pouvsit prendre
toutes Lea orientations posaibles, l'extrdisitd du. champ an~tique se d6placerait aur une sph~re
dana lea axes avion (h condition de rester dans un mfse lieu car le module du champ vanie aver la

- - .position).

Dui fait des perturbations magnetiques (fins dura et fers doux), 1lextr6mit6 du champ magn~tiqe rnesur6
dderit un ellipsolde.

Le but de In compensation eat donc de calculer Lea caract~ristiques de cet ellipsolde . on centre

saforme.

Or, on ne peut pas ddcrire l'ellipsoide complhtement. (ps de vol sur le dos;) par consequent o a (hoisi
un certain nombre de figures carectdristiques qui apporteot suffisamment dinforiationa pour priuvoir
calculer son 6quat ion.

Les figures choisies ;ont plusieurs virages (de 360" en cap) h roulis constant
(I=+ 450 ,if 4 50 , ~ + 300 , 'f -300).

-. - Afin de mirux voir la partie de lellipsoide qui eat parcourue, on a rrpn,~svnt# air Is figure 4 Iri
perspective isom~trique de Is figure decrite par llextr*mitl du vecter champ Inrsque I'h~licpt(Prt
fait des 3600 A If=. + 450 ,f= + 300 , fz+ 100.

Une fois I'ellipso'I de determind, on determine alorm lea parematres de fers dura et fers dnux
9 ' et [KD h partir de -in 6quation qui permettent de transformer I'ellipsnide Pn sph~rp.

I opdrst ion de compensation consjste donr 6 aqsocier chnque point de ('eli pf;inde 6 un point (i'In
aphthre.

.'4NidXi J.Nd4MiAQU IV (UJlUOU414
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Le ddroulement dune autocoayenaation eat alora le suivant

-Le pilots engage I. mode autocompeneation.

- IIectue enouite Is sdrie de figures prdconiades jusqu'h ce que le calculateur NADIR lui indique-
do aarr~ter (convergence do I'slgorithme apr~s 4 6 5 minutes de vol).

-A l'iaaue de cette autocompensation, lee parat~tres et (k] sont fig~s et stockda en edmoire
permasnente afin d'Stre utiliada pour tous lee vol. muivents.

De plua, afin d'asaurer une surveillance du capteur ou de d~terminer si 116tat magndtique de Ilh~iicop-
tbre a changE (changement de pibces, euicarquement do charges magnatiques) on continue pendent lee -

vols suivanta & rdactualiser 116quation de llellipsoide et lorsquon constate quil y a une trop
granda diffdrence entre l'ellipaolde actual at 1'eilipsolde figd, on d~clare qu'il y a un problbme. - -

(Le pilots ddcidersa dora s'il doit rdeffectuer ou non une nouvelle autocoepensation).

3.3. Calcul dui cap mantomdtrigue

Lki diaqrauuie fonctionnel de 1s chains de cap eat dannd figure 5.

On effectue un regroupement des deux fanctiona prdsentdes prdcddecsaent (calcul dui cap et compensat ion).

4. EXPERIMENTATION 00 SYSTEME DE NAVIGATION AUTONOME AVEC KAGNETOI4TRE

4.1. Introduction

Le aysthme de navigation autonome a.6td inatalid aur deux types d'hdlicoptbre francais

- llhdlicoptbre PUMIA SA 330

- llhdlicoptbre GAZELLE SA 342.

et eaaayd par le Centre dfEssai en Val fran~ais et par l'Arsde de Terre frangaise.

4.2. Esai du syiathme de navigation our PUMA

4.2.1. Prdsentation de llinstallation

L'hdlicoptLhre PLI4A et un hdlicoptbre de 1. classe 6 h 7 tonnes avec une vitesse de croisihre de

l'ordre de 270 km/h. -

Le magndtombtre a dtE instalid dons Is queue de l'hdlicoptbre dons un endroit magndtiquement propre
et pam trop perturbE.

4.2.2. Rdsutats obtenus

Cette presi~re Evaluation qui a eu lieu en 1979 a perms de montrer Is validitd du princips d'autocom-
pensation et Is capacitE du cap d~terminE b satisfaire une performance en navigation corrects.

Le reprdsentation sur Ia figure 8 des erreura de cap avant et aprbs comcpensation montre l'efficacit6
de l'autocompensation qui permet dobtenir des erreurs de cap ircf~rieures b 0.50.

* On naevait pas pu tirer des conclusions aur lea perfotmances de cc. systtse en navigation car trop peu de
aesurs avaient EtA effectude's.

4.3. Eaaai du systdme de navigation sur GAZELLE

4.3.1. Prdsentation de Ilinsallstion

L'hdiicopttbre GAZELLE eat un hdlicoptbrs de is class 2 tonnes avrc une vitesse ds croiseur de I'ardre
de 250 km/h.

Le magndtombtre a dt6 inataild en arribre du doppler sous l'emplanture dr' queue de llhdiicopter .

4.3.2. R69ultats obtenus

Lea esaes du systhme ont dtd mends en 1962 et 1983, en deux 6tapen, suc~esscves

une phase de miss au point, suivie d'une courts p~riodp d16voluntion a 6t# men~e au C.E..
de Br~tigny our Orge.

uns phase plus longue d'6valuation opdrationnelle.

SO



Aprbs une pdriade de mise au paint, lea essais ant montr6 un bon camportement de Pautaqpensation,
r~alisde en mayenne en 4 minutes, & i'issue d'une proc~dure casportant en taut quatre A cinq Vir.ie&
& inclinaison diffdrente ( + 300, +. 450 , + 600).

A titre d'exemple, is courbe de r~gulation pr6sent~e figure 7 mantre I'efficacit6 de l1autocospensition
erreur de cap comp~rise entre - 0,5 et + 0,4 degr~s.

L'dvaluation opdrationnelle du systhme a Wl effectu~e d'une part pour Pautocerpensatian, d'autre
part pour Is navigation.

Autocompensation

line vingtaine d'autacompenaations ant Elst rialisdes en tout, avec des 6quipages diff~rents les uns des
autres et non spicialisis.

Ces 616ments moot particulibrement importants puisqu'ils correspondent bien aux conditions op~ra-
timnnoellea.

L'autacomperisation eat rialisde par une procedure coevportant 4 ou 5 virages, nicesaitent 4 & 5 minutes
de vol.

Les rections enregiatrdes dimontrent une entibre satisfaction des utilisateurs & 1'6gard de Is m~thode,
sinsi que des risultats qui me sont rivilds tr~a stables.

Rdsultats des vols do navigation (transit)

Deux cent quatre vingt huit (288) branches ant dtd rdalisdes, d'une longueur comaprise entre 25 et 45 km
4des vitesses do lardre do 180 km/h & 220 km/h.

Lee r~sultats soot consignis sur Ia caurbe figure 8. Ha correspondent b une performance globale de
1,7 % de Is distance parcourue dana 95 % dea cam.

Risultats des vals tactiques

*Qustre vingt branches de vol tactique d'une dune de 15 minutes environ ant 6t6 rdalis~es.

Les rdaultats soot consignds sur Is figure 12 oti Is performance globale eat de

* 450 a par quart d'heure do vol dana 95 %~ des cas.

5. CONCLUSION

Les risuitats obtenus au coura des diffdrents essais ant perms d'amdliorer progressivement les perfor-
mances de Is fanction "cap autoconpensd par magnitomnbtre statique".

Au vu dos divers risultats obtenus et afficieliement constat~s, le magn~torntre statique constitue
uric source de cap magnitique autocompensi, do haute qualitd, lib~rant lutilisatian des contraintes
liEms h is compensation pdriodique de Is machine et apte 4 rdaliser une navigation Doppler de haute
pr~cision, confarme aux exigences apdrationnelles do l'Antsve frangaise aoit par exemple avec un GV 76
et un RON 80OB.

2 % do la distance parcourue

500 a par quart d'heure uter,49
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A COST-EFFICIENT CONTROL PROCEDURE

F OR

THE BENEFIT OF ALL AIRSPACE USERS

by

Andr6 Benoit- and Sip Swierstra

European Organisation for the Safety of Air Navigation

EUROCONTROL
Rue de Is Loi, 72, B-1040 Bruxelles

SLMARY

Provided adequate directives are generated by an advanced AlT system, the use of onboard computers in
guidance, navigation and control systems will make it possible for flights to be conducted in such a Lay
as to agree closely with optimisation directives irrespective of the particular criteion used and of
whether the context is a civil or military one. In addition, the air/ground control coordination will be
efficiently performed by seans of automated digital data communications. Advances in the relevant techno-
logis can be expected to continue and as such advances are brought into actual use the control environ-
ment will change accordingly. However, the new facilities and equipment involved will probably be expenr-
siva to purchase and run, and much attention will need to be given to the coet aspect of their utilisation.

We are therefore proposing, in this context, a control procedure for conducting time-of-arrival-constratn-
ed flights in an economic manner. This procedure is intended to be compatible with present-day voice comm-
unications (human or synthetic) although it is primarily designed to be used in conjunction with future
automated digital data cowmunications.

The procedure is applicable to the transit of flights through extended terminal areas such as are con-
sidered in connection with Zone-of-Convergence-type systems, and the final approach phase is accordingly-
integrated with the an route descent, cruise and (possibly) climb phases, or appropriate parts thereof.

The paper contains a detailed description of the procedure, together with brief sunmaries of the tests
conducted in present and simulated future environments to assess its efficiency, and then sets out tho
results obtained to date and analyses them in terms of 4-d navigational accuracy and operational effecti-
veness.

1. IWTRODUCTION

An air traffic control system rethought in the light of present economic constraints, in particular one
enabling duly selected trajectories to be followed, certainly brings about an appreciable reduction in the
overall cost of flights (Refs. 1, 2). At European medium-to-high-density traffic airports, such as
Brussels and London, proper integration of en-route and approach control can be expected to lead to a
reduction of some 10 to 20 per cent in the fuel actually burned by the inbound traffic in the zones if

convergence including and surrounding these terminal areas (Ref. 3).

Efforts have been made in several quarters in Western Europe to determine optimum trajectories for each
individual aircraft in relation to overall traffic, with emphasis on specific criteria, such as maximum
use of available landing capacity, minimum cost of total flights inbound to a given terminal area, or
minimum deviation from the profiles requested by operators (Refs. 4 to 10).)

In the case of all the approaches proposed or described in References 4 to 10, the trajectory of each
inbound flight is normally time-of-arrival-constrained as a result of the optimisation process applied tot
the overall traffic. Accordingly, for a Zone-of-Convergence-type control system, it is essential to select
an appropriate trajectory for each individual aircraft and control it with a high degree of accuracy. With
flight management computer systems configured for 4-d nnvigation, the conduct of the flight could be con-
trolled within a few (2-5) seconds (Ref. 11). But what could be achieved with present modes of operation,
and currently available navigation equipment and control facilities?

Developments have been undertaken in order to define and assess a ground/air coordinated control procedure
which would permit accurate control under present-day operational conditions (Ref. 12). Obviously, for the
efficient use of such a procedure the ground-based control would require adequate automated aids, tinder-

pinned by a detailed knowledge of the aircraft operation and performance characteristics. The successive
control actions resulting from landing time slot alinratnn, and prediction reliability, necessitate
air/ground control procedure program operated on-line, for raiing, cofrming and ,,pdating the requis-,t
control directives, including ground/ air control message generation.

The present paper describes the ground/air coordinated provedore prolw ned for Ifi, accurate control (4
trajectories and gives a summary of the tests conducted to lnte. A nnhsequent disqertation will pres.'nt
the structure and mode of operation of a suitable program to rals, the auccessive control directive..
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2. GROUIWAIR COM~OL PROCUIJUI

The definition of ouch a procedure was Intended to establish the directives needed to control accurately
the trajectory of an aircraft down to the runway, the time of arrival being constrained. The essential
requirements include compatibility with em-line operation, In particular with present navigation capa-
bility and voice (human or synthetic) communicatioes, easy adaptation to automated digital ground/air
comnuicatiome, reliability in terms of messages generated and suitability to cope with the expected range
of aircraft type ad a variety of on-board control, guidance and navigation facilities.

2.1. Individual aircraft-tralectories versus air traffic

In a ZOC-type system, the ZOC sequencer/scheduler proposes an Initial lending slot tins when the aircraft .

enters the system. When doing so, it may update the time of arrival of other aircraft, possibly modifying
the landing sequence determined previously. This must obviously be consistent with (a) individual flight-
requirements and (b) the optimization criterion applied to the overall traffic, the instantaneous and
local constraints and the control variables which are or remain available at that moment. To keep the
number of ground/air control actions within reasonable limita, the aim is, wherever possible, to associate
only one control directive to each basic phase of the inbound flight, namely cruise or part thereof, en-
route descent, and final descent and landing. The relevant actions and messages will be described in sub-
sequent paragraphs.

...................... ... ............................... ..............
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The ground sequencer/scheduler derives for each individual aircraft the trajectory which meets an overall
criterion. In general, the individual operator's criterion will be the same as the criterion used to
control the overall traffic, in particular where "cost of flight" is used. Nevertheless, individual -"-

operators' criteria may be altered, even on-line, and the ground optimization process will make provision
for this. One possible way of coping readily with on-line requests would consist in introducing them in
terme of preferential profiles and minimizing the overall deviation from such profiles. Whatever the
criteria implemented by the ground-based system, the automated sequencer/scheduler should propose an

optim or sub-optiumi landing slot and an associated trajectory to meet this slot. This paper concerns
itself with the "implementation" and accurate control of such a trajectory, regardless of the criterion
leading to its definition. However, it should be understood that the determination of such a trajectory
results from the integration of management and control over the complete flight conducted within the

Zone-of-Coavergence geographical area, including cruise, en route descent and final descent until touch
down.

2.2. Definition of an optima time-of-arrival-constrain~d trajectory

The trajectory proposed for the flight from entry to touch-down, say from Rekken to Frankfurt airport as
in the schmtic configuration shown in Figure 2-1, will normally be composed of three main phases, namely
the cruise phase, the an route descent and the final descent to touch-down. The en-route component will
essentially be controlled by cruise and descent speeds expressed in term of Mach/CAS profiles, while the
control of the final descent will also depend on the local geographical configurations and may, in addi-
tion, inclade the precise definition of the final path as a control parameter. Clearly, any transition
between successive phases (following the entry of the aircraft to the ZOC cruise conditions, from cruise
to an route descent, from en route to final descent) will need to be defined accurately, with no ambiguity
as to the resulting trajectory (in present ATC operation, for instance, clearance to descent implies no
particular transition to descent nor any specific descent trajectory.)

Normally, the selection of the flight characteristics should result from the criterion versus time-of-

transit relationship. For the contribution of a particular aircraft, the corresponding relation (C)
appears as shown schematically in Figure 2-2. The. influencing parameters include the aircraft mass, the
cruise altitude and speed, the en route descent speed, the descent being currently conducted at or near
idling conditions, the geometrical path and speed profile for the final descent and the atmospheric, wind
and temperature conditions. For given entry conditions (mass, altitude, speed) and a given route to touch-
down, each point of curve C corresponds to a specific trajectory for which the overall speed profile is
determined. The preferential trajectory minimizes the criterion (flight duration and criterion value are

noted, tpr and c, respectively, on the diagram). The ZOC-recommended trajectory requires a transit dura-
tion t and leads to the criterion value c'. With respect to the preferential speed, adjustments provide a
control range which extends from c to a for advanced arrival (tor, ta) and from c to b for delayed arrival

(tpr, tb). For the en route phase from entry to, say, 5,000 4, it is appropriate to introduce a smooth
cruise-to-descent transition for which both cruise and descent speed components are expressed by the sane
speed indication. Usually, the relevant approximation of the criterion, curve S, is quite satisfactory,

suggesting that the initial trajectory could be selected accordingly.

Criterion

.. *...- oa

C(a/c, cr, do, fd ,atm.) :..,

t, tpr I| Flight time tb

DEFINITION OF AN OPTIMI TIMP-OF-ARRIVAL-CONSTRAINED) TRA-IECTORY

Figure 2-2 .".
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2.3. Control points and A/G messages

For convenience, the flight within the integrated control area will be considered as being made up of

three phases, as follows.

A reoaratory phase starting when the aircraft is notified to the ZOC Management Centre. It consists In

making a prediction of the runway load based on all the information available, estimates of all entries

included, ad accordingly assigning, tentatively, a preliminary landing slot to the aircraft entering. It

ends with the transfer of control and the ground-to-air m"ssages acknowledging the information received

prior to entry.

The n euhase, which follows. The first ground-to-air message confirms, or otherwise, cruise altitude

and route, wan the first ZOC message is prepared and sent to the aircraft. It Is sent as early as

possible after entry, and includes route, mow cruise speed and the position at which to Initiate transi- .1
tioa from entry speed to new cruise speed, this position being expressed in terms of DNE distance from an

appropriately located station, Dortmund in the case of the configuration illustrated (Figure 2-1). A
second ZOC message will be issued subsequently. This message contains the en route descent characteristics,

nmsly, the position of the initiation of the transition from cruise to descent, noted CTL-2 in Figure
2-1, also expressed in terms of DUE distance from a suitably located station (Frankfurt in the illustra-

tion), the e-route descent speed profile (Nach/CAS), confirmation of the route, possibly high-altitude
holding directives end the estimated arrival conditions (time and altitude) over the next active control

point (noted CTL-3 in Figure 2-1) also defined in toes of DUE distance from a suitable station, Frankfurt

FFX in the example of Figure 2-1.

The final descent phase including a number of messages and active control points (CTL-3(a), (b), etc.),

which will depend on the local geographical configuration and type of approach considered. This phase is
critical nd will be discussed in detail in a subsequent section.

The tests made to assess the feasibility of the procedure, the accuracy of the 4-d controlled trajectory,

during both the en-route and final descent phases, and the range available for correction, whatever the
sources of dispersion, will be summarised and discussed in subsequent sections.

3. EN-ROUTE CRUISE/DESCENT PHASE

3.1. Overview

This phase has been discussed previously (Refs. 13 to 16) and it will accordingly be only outlined in the
present paper. A total of 32 flights were conducted on the route Pampus (PAM), Dortmund (DON),
Germinghausen (GHH), Limburg (LIN), Metro (NTR). The flights were conducted using aircraft flight sisula-
tore: Boeing 737 and Airbus A-300 from the Deutsche Lufthansa, Flight Simulation Department, McDonnell
Douglas DC-1O from SABENA, Belgian World Airlines and Fokker FK-28 from the Dutch National Aerospace
Research Laboratory. A summary of the flights conducted is given in Table 3-1. The control directives to
be sent to the pilot were generated on-line. Both voice and automated digital communications were
considered, and in each mode of operation the directions were sent some 30 to 60 seconds, depending on the

occasion, before the required action had to be initiated.

The aims of the tests conducted covered three essential aspects, namely (a) the practical operational

character of the procedure (generation, transmission and acknowledgement of the control directives), (b)

the accuracy of the en-route component of the 4-d trajectory from entry into the ZOC control area to the
assembly point represented by Metro, 5,000 ft, in these exercises, and (c) the range of control available
prior to the final descent.

The scenario of each flight is in line with the procedure described in Section 1. The time of transit is
determined at entry (at the latest some 30 to 60 seconds before CTL-1); the relevant CTL-I position and
cruise speed are accordingly sent to the aircraft. Subsequently, the en-route descent characteristics

(position of the relevant control point, CTL-2, and speed profile) are also sent from 30 to 60 seconds in

advance, and the aircraft proceeds to the assembly point, here Metro. There, the altitude and time are
compared against the initial prediction. The procedure to be followed was explained to the pilots prior to

their flights by means of a short briefing.

FLIGHTS ROUTE LENGTH AIRCRAFT OPERATORS PERIOD REPORT

5 RKN-NTR 140 5737 LUFTHANSA PILOTS JUL. 81 812020

3 RKN-NTI 140 A-300 LUFTHANSA PILOTS JUL. 81 812020

7 PAM-NTR 201 DC-1O SABENA CHIEF INSTRUCTOR MAR. 82 822028

9 PAI'-MTR 701 DC-1O SABENA CHIEF INSTRUCTOR NOV. 82 832028

4 PAM-NTR lot 5-737 LUFTHANSA PILOTS MAR. 83 832028

2 PAM-MTK 2U1 A-300 LUFTHANSA PILOTS MAR. 83 832028

I PA4-MTR 201 FK-28 NLR PILOT OPC. 83 84FI/TN

I GmH-MTr 68 1K-28 NLR PILOT OEC. 83 84EI/TN

SUMMARY OF 12 FN-ROUTE CRUIS%/OEScF.NT TESTS CONDUCTvO ON AIR(:RAFT FIII;IIT SIMULATORS

Table 3-1
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2.3. Control points and A/C messages

For convenience, the flight within the Integrated control area will be considered as being made up of
three phases, as follows.

A presaratory phae starting when the aircraft is notified to the ZOC Management Centre. It consists in
making a prediction of the runway load based on all the information available, estimates of all entries
Included, and accordingly asigning, tentatively, a preliminary landing slot to the aircraft entering. It
made with the transfer of control mnd the ground-to-sir messages acknowledging the information received
prior to entry.

The en route phase which follows. The first ground-to-air message confirms, or otherwise, cruise altitude
and route, then the first ZOC message is prepared and sent to the aircraft. It is sent as early as
possible after entry, and includes route, new cruise speed and the position at which to initiate transi-
tion from entry speed to new cruise speed, this position being expressed in terms of D0E distance from an
appropriately located station, Dortmund in the case of the configuration illustrated (Figure 2-1). A
second ZOC message will be issued subsequently. This message contains the en route descent characteristics,
namely, the position of the initiation of the transition from cruise to descent, noted CTL-2 in Figure
2-i, also expressed in terms of WEE distance from a suitably located station (Frankfurt In the Illustra-
tion), the en-route descent speed profile (Mach/CAS), confirmation of the route, possibly high-altitude
holding directives and the estimated arrival conditions (time and altitude) over the next active control
point (noted CTL-3 in Figure 2-1) also defined in terma of DME distance from a suitable station, Frankfurt
FF14 in the example of Figure 2-1.

The final descent phase, including a number of messages and active control points (CTL-3(a), (b), etc.).
which wvii depend on the local geographical configuratirn and type of approach considered. This phase is
critical and will be discussed in detail in a subsequent section.

The tests made to assess the feasibility of the procedure, the accuracy of the 4-d controlled trajectory,
during both the en-route and final descent phases, and the range available for correction, whatever the
sources of dispersion, will be sumarised and discussed in subsequent sections.

3. EN-ROUTE CRUISE/DESCENT PHASE

3.1. Overview

This phase has been discussed previously (Refs. 13 to 16) and it will accordingly be only outlined in the
present paper. A total of 32 flights were conducted on the route Pampus (PAM), Dortmund (DOM),
Germinghausen (GH), Limburg (LIM), Metro (MTR). The flights were conducted using aircraft flight simula-
tors: Boeing 737 and Airbus A-300 from the Deutsche Lufthansa, Flight Simulation Department, McDonnell
Douglas DC-10 from SABENA, Belgian World Airlines and Fokker FK-26 from the Dutch National Aerospace
Research Laboratory. A summary of the flights conducted is given in Table 3-1. The control directives to
be sent to the pilot were generated on-line. Both voice and automated digital communications were
considered, and in each mode of operation the directions were sent some 30 to 60 seconds, depending on the
occasion, before the required action had to be initiated.

The aims of the tests conducted covered three essential aspects, namely (a) the practical operational
character of the procedure (generation, transmission and acknowledgement of the control directives), (b)
the accuracy of the en-route component of the 4-d trajectory from entry into the ZOC control area to the
assembly point represented by Metro, 5,000 fit, in these exercises, and (c) the range of control available
prior to the final descent.

The scenario of each flight is in line with the procedure described in Section 1. The time of transit is
determined at entry (at the latest some 30 to 60 seconds before CTL-i); the relevant CTL-I position and
cruise speed are accordingly sent to the aircraft. Subsequently, the en-route descent characteristics
(position of the relevant control point, CTL-2, and speed profile) are also sent from 30 to 60 seconds in
advance, and the aircraft proceeds to the assembly point, here Metro. There, the altitude and time are
compared against the initial prediction. The procedure to be followed was explained to the pilots prior to
their flights by means of a short briefing.

FLIGHTS ROUTE LENGTH AIRCRAFT OPERATORS PERIOD REPORT

5 RKN-14TR 140 B737 LUFTRANSA PILOTS JUL. 81 812020
*.3 RKN-MTR 140 A-300 LUFTHANSA PILOTS JUL. 81 812020

7 PAM-MTR Z0E DC-tO SABEN4A CHrT'F INSTRUCTOR MAR. 82 822028
9 PAI--MTR 201 DC-10 SABENA CHIEF INSTRUCTOR NOV. 82 832028
4 PAM-MTR 201 B-737 LUFTHANSA PILOTS MAR. 83 832028
2 PAM-MTR 201 A-300 LUFTHANSA PILOTS MAR. 83 832028
1 PAM-NTR 201 FK-28 4.S PII.LT DEC. 83 84EIFrN
I (;MH-MTR 68 FK-28 NLR PILOT DEC. 83 84EI/TN

SUMMARY OF 32 EN-ROUTE CRUISe/DESCENT TESTS CONDUCTED ON AIRCRAVT FI.IIIT SIMULATORS

Tahle I- I
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3.2. Suary of results

Clearly, the results obtained over a sample of 32 flights cannot claim to have any statistical value.
Nevertheless, they provide an amount of information sufficient to establish sound recommendations for sub-
sequent development.

It appears that: (a) the procedure proposed is compatible with present ATC and A/C modes of operation,
although significant differences are noticeable when referred to present day operation. These relate, in
particular, to the use of combined cruise/descest speed profiles appreciably different from those
currently followed. Further, the initiation of the transition from entry to cruise (CTL-l) and from cruise
to descent (CTL-2) are determined accurately in terms of DME-related position, which differs appreciably
from present practice. Obviously, such points will require particular attention from the crew, besides
which, the flights could be considered as "routine", whether conducted manually or using the autopilot

modes available.

(b) The trajectory control accuracy has been determined throughout the flight, in particular at the
characteristic points (way points and control points). In this summary, it will be sufficient to quote the
errors moted at the assembly point, Metro in terms of both altitude and time. Over the set of 32 flights
conducted, the absolute value of the error observed in the time of arrival was less than 25 seconds in 84

percent of the cases. The greatest error observed was 44 seconds. The average error (absolute value) was
16 seco ds (standard deviation: 11 seconds). The difference in altitude was, in particular, affected by

the accurate indication of the cruise to descent transition. If two flights are discarded, simply because
it was clear that the pilot had "forgotten" to initiate the descent at the recommended position, the mean

value of the error obeerved (absolute value) is of the order of 260 feet.

3.3. Updates and trajectory corrections

In practice, trajectory updates will be combined with ATC time-of-arrival modifications. During these
experiments, ATC corrections were introduced such as to use the entire time-of-arrival control range com-

patible with the aircraft's operational allowable speed range.

Accordingly, it is expected that the time of arrival over the assembly point can be controlled to within
some 30 seconds, this error being accounted for mainly by wind uncertainties during the en-route descent.
Now, will it be possible to compensate and provide the necessary corrections to maintain the arrival
sequence on the runway ? This point Is discussed In the next section.

S FINAL DESCENT AND LANDING

4.1 Terms of the problem

When an aircraft is approaching the final phase of the en-route descent, say over a given geographical
point at an altitude of some 10,000 to 5,00 feet, the deviation of the aircraft trajectory from the
expected path results from the accumulation of errors of all sources over the descent and possibly part of

the cruise.

-77

SCHEMATIC DIRECT AND D(N-WIND APPROACIIES

figure 4-1
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The problem now amounts to amending the subsequent flight phase to ensure arrival on the runway either (a)
at the Initially requested time or (b) at an earlier or later tims to Include possible alteration of the
lending time sequence, as may be necessary is the light of the developments in the traffic situation.

Several types of approach can be envisaged, as illustrated in Figure 4-1, where (a) corresponds to a
direct straight line approach, cases (b) and (c) to down-wind or more generally U-shape approaches, rela-
ting to a continuous descent or an interception of the glide path in level flight.

For a number of reasons, it was decided to conduct the flights in the Brussels area, and two basic types
of approach were considered, namely a direct straight line approach and a typical U-shape approach of
which the essential characteristics will be defined in Section 4.2.

Sosm 21 flights were then conducted using the SABENA McDonnel Douglas DC-10 aircraft flight simulator. The
main objectives included the confirmation of the range of control available, the feasibility of control-
ling 4-d flights with a high degree of accuracy in present modes of operation, and the effect of essential
control parameters on the overall performance.

4.2 Straight line and U-shape approaches

At the time of the exercise, the arrival characteristics in the Brussels area appeared as shown in the Map
(Jeppesen, Arrivals, Brussels Area, 2 Dec. 1983) reproduced in Figure 4-2 (Courtesy of Jeppesen GmbH,
Frankfurt, FRG). The two approach routes considered are drawn in thick lines. The straight line approach
has been conceived as follows: It extends over 50 om from XXX, where the flights were initiated, to the
runway (25 L). The U-shape approaches are conducted along the existing route Mackel-Dender-Bruno, the ini-
tiation of the turning manoeuvre taking place at a precise distance from Bruno, as discussed subsequently.

4.2.1 Control of a straight line approach

The control of a straight line approaqh, as it is considered here, will be described using the information
given in Figure 4-3. In the upper part of the diagram, the route is shown in dotted ; nei (x and y coordi-
nates (eastings and northings, respectively) are referred to an origin chosen on the runway). The vertical
distance between the geographical route and the continuous curve is proportional to the altitude, provi-
ding a three-dimensional view of the flight geometry. The lower part of the diagram gives the altitude and
indicated airspeed as recorded during the flight.

The aircraft arrives over XXX at an altitude of 10,000 ft at a speed of 250 kt (IAS). The relevant ZOC
message is generated and sent to the pilot. It contains the position of Control Point 3(CTL-3), here 39nm
from BUS (DME-related distance) and the definition of the action, here a deceleration to 233 kt (IAS),
then the descent at that speed to 2,000 feet and, at that altitude, interception of the ILS glide path.
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In such an approach type, the en-route descent speed is the only practical control of the arrival time.
With flights starting from 10,000 ft at 250 kt (IAS), the range of control extends over about 3 minutes
(for delays only) as Table 4-I indicates. Clearly, reducing the speed in this phase will increase the
consumption and a fortiori the cost. This increase may be appreciable. In the case of a DC-10, it is of
the order of 150 kg per minute of delay.

4.2.2 U-shape approach

figure 4-4 shows a U-shape approach and its essential control characteristics (the same type of presents-
tion as was used for the straight line approach). In this illustration, the aircraft comes from Hackel,
it is in level flight, at altitude 10,000 ft and a speed of 250 kt (IAS). The procedure includes three
control points (CTL-3A to C), where the relevant directives contained in the corresponding ZOC messages
have to be initiated. As for the en-route parts, the messages are available at least 30 to 90 seconds
before the times of initiation. Position and CTL-3A and B are defined in terms of BUN DME-related
distances, while the position of CTL-3C Is determined by the orientation of the axis aircraft - Brussels
outer marker beacon(OB).

The directives (contents of ZOG messages 3A to C) corresponding to a particular flight are listed in the
upper part of the diagram (Fig. 4-4).

In such an approach type, the control possibilities include, of course, the en-route descent speed adjust-
ment as for a straight line approach. Nevertheless, in addition, the parameters which govern the final
path provide further control for the time of arrival: some 2.5 minutes. This will be discussed in more
detail below.

4.3 Control of time of arrival: Range and governing parameters

4.3.1 StraiSht_ _lin ,_roch

As already indicated, the governing control parameter is the descent indicated airspeed. It has been
pointed out above that when the adjustment (correction for previously accumulated errors and/or modifica-
tion of the landing time slot as a result of traffic evolution) is initiated at 10,0OO feet, the range
available amounts to three minutes. Clearly, this range increases if the ZOC control point CTL-3 is envi-
saged at a higher altitude. Table 4-1 summarizes the results obtained for a series of five flights, the
initial en-route descent being conducted at 250 kt (IAS), and the adjustments resulting from decelerations
to 233, 210, 185 and 170 kt (LAS), respectively. An Illustration of the flights observed as a result of
the directives (such as shown in Figure 4-3, upper part) is given in Figure 4-5 for the horizontal view,

S "raltitude and speed versus distance.

4.3.2 U-sha2eaffroach

Besides the descent speed, which of course plays a role similar to that in the straight line approach,
additional governing parameters are available to adjust the time of arrival on the runway, namely the
position of the turning point to the baseleg (CTL-3B), the direction of this segment (CTL-3C) and
possibly, the top-of-descent or transition to descent position (CTL-3A) where a phase of horizontal flight
has been introduced at low altitude (such as 10,000 ft in Figure 4-4).

The range of control associated with each of these parameters appears in Table 4-2, while Figure 4-6
illustrates the use of descent speed control. It shows two flights following the same approach (that of
flight FI in Table 4-2 (a)), the definition of the flights differing in the descent speeds from 10,000
feet, namely 250 and 185 kt. The arrival times differ by 1.3 minutes, as against 2.3 minutes for the
straight line approach. When the position of the turning point (CTL-3B) varies from 6.1 to 2.1 om, DME-
related distance from Bruno, the time of arrival increases by some 2.3 minutes. The flights are given in
Table 4-2(a), and an illustration (horizontal phase) is shown in Figure 4-7. If the heading of the base-
1e then varies from 184 to 144 deg., other parameters being kept unchanged - see Table 4-2(b) and Figure
I-8 - the time of arrival varies by some 43 seconds. A modification of the position of control point CTL-
3A, namely top-of-descent from 10,000 ft, see Figure 4-4, of 7n., DHE-related distance from BUN, would
provide the same variation but st a higher cost (see Table 4-2 (c)). An illustration of the flights made
(F6, F7, F8) is given in Figure 4-9.

Legend for Tables 4-1 to 4-4

d : E-related position, in m (BUB for straight line approaches; BUN for U-shape approach,
,
u)

(TOD: start of final descent; bl: position at which to Initiate turn to base-leg)

Mf fuel consumed, in kg

- meta : aircraft initial mass, in tons

t - arrival time over the runway, in sin. (ap: predicted; a: observed)

vde : descent speed, in kt (tAS)

Ohi, base-leg heading, in deg.

)'gp : heading to outer marker beacon at which to initiate turn to glide path, in deg.

, difference between observed and requested tine uf arrival it the ... WAy, In sC.

dif ference in time-of-arrivai for r,.pe,,, fiigiii, . .- "
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Flight CTL-2 Vde tap a of
No (no) (kt) (min) (sec) (kg)

F20 39 250 11.37 + 4 836

F16 39 233 11.52 +11 796

F17 39 210 12.35 +21 998

F18 39 185 13.68 + 2 1175

FI-9 39 170 14.35 +13 1240 •

STRAIGHT LINE APPROACH

INFLUENCE OF EN-ROUTE DESCENT SPEED

Table 4-t

a) Effect of position of turning point to base-leg

Flight dTOD Vde dbl Obl lp tap fa
No (ni) (kt) (ha) (deg) (deg) (min) (sec) (kg)

Fl 30.6 250 6.1 164 234 14.87 +3 1285

F2 30.6 250 5.1 164 237 15.45 +5 1382

F3 30.6 250 4.1 164 239 15.94 0 1422

F4 30.6 250 3.1 164 240 16.52 +3 1448

F6 30.6 250 2.1 164 241 17.19 +9 1573

b) Effect of base-leg heading

Flight droD Vde dbl @'hi 'gp tap 'a of
No (nm) (kt) (nn) (deg) (deg) (min) (s-ec) (kg)

F13 24.4 250 3.8 184 235 15.88 +8 1353

F14 24.4 250 3.8 164 237 15.42 +14 1337

F15 24.4 250 3.8 144 240 15.16 +4 1298

I L
c) Effect of top-of-descent position

Flight dTOD Vde dbl Obl 9p t np 'a Mf"
No (hn) (kt) (ne) (deg) (dueg) (min) (sec) (kg)

F6 30.6 250 2.1 164 241 17.19 4 1573

F7 26.6 250 2.1 164 741 16.77 -8 1455

v8 23.6 250 2.1 164 71,1 16.t(6 ts 1445

U-SH. P ̂,VIo^I,,'S

INFLUENCE OF IIAIN CONTROL. VfITA%1V';

Table 4-2

o°" .. . .. • o .. " % • . • .. . .. .. • • •.
..L:'-..5 i.. .'/-........ " ..... . " "'...'.'... .. . . . .
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4.4 Accuracy of time of arrival control

4.4.1 Observation versus prediction

The time of arrival was predicted from the initial point (XXX and Mackel for straight line and U-shape-
approaches respectively, in both cases initial altitude 10,000 ft, initial speed 250 kt IAS). No subse-
quent update was made, which obviously would be possible in practice, in particular to account for possible
subsequent deviations.

The results obtained are summarized in Tables 4-1 and 4-2. The predicted time of arrival is noted tap, and
the difference between the time of touch-down and the predicted value is noted ,a. It is positive when the
aircraft lands later than predicted.

During a U-shape approach the maximum error observed did not exceed 14 seconds for a series of 15 flights.
During the experiments, six straight line approaches were made, and the maximum discrepancy reached
21 seconds. For the two types of approach the average values of the absolute errors were found to be 6 and

9 seconds respectively.

4.4.2 Influence of initial mass on 2ediction accura,

All the calculations used for predictions were made on the assumption of an aircraft of initial mass of
160 tom. Various investigations had indicated that for en-route descent the effect of mass could probably
be neglected and incorporated in the adjustments. To confirm or otherwise, the initial mass of the air-

craft was taken as being equal to 180 tons and the predictions made on the assumption of a 160-ton air-

craft. The results obtained are presented in Table 4-3 and the flights illustrated in Figures 4-10 and

4-11. For the straight line approach, the error (8 sec) is within the order of magnitude noted previously

(Table 4-1). For the U-shape approach it is of the same order (17 sec) as the highest value (14 sec)

observed during the series of 15 flights for which the predictions were made using the actual aircraft

mass.

Flight mai tap (a mf Flight mai tap 'a mf

No (tons) (min) (set) (kg) No (tons) (min) (se) (kg)

Fl 160 14.87 + 3 1285 FI8 160 13.68 + 2 1175

FlI 180 14.98 +17 1425 F21 180 13.68 + 8 1275

a) U-shape approach (dTOD/dbl 30.6/6.1 nm from BUN)) b) Straight line approach (vde - 185 kt)

INFLUENCE OF INITIAL MASS ON PREDICTION ACCURACY

Table 4-3

Flight ta lar Of Flight ta 'ar af

No (min) (sec) (kg) INo (min) (se) (kg)

Fl 14.90 + 3 1285 F3 15.94 0 1422

F5 14.87 0 1287 P9 16.06 + 12 1425

F12 15.01 +14 1295

a) dToD/dbl 30.6/4.1 na from BUN b) dToo/dbl 30.6/6.1 nm from BUN

REPEATABILITY OF FLIGHT CONTROL

OBSERVATIONS MADE DURING U-SRAPE APPROACII"

Table 4-4

.LNOJfAW' IV IJJJii100110 H I
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r 4.4.3 Repeatability-of accurstely controlled approaches

Clearly, it was of interest, (a) to see whether the conduct of flights defined in an identical manner (same
set of CTL-3 messages, in particular in a U-shaped approach) would be conducted in the same way and lead to
the sam results, and (b) assess the dispersion observed. For this purpose, two flights were repeated, once
or twice, two days later. These are flights Fl and F3, defined in Table 4.2.

The results are presented in Table 4-4 and illustrated in Figure 4-12. The repeatability is good, and the
discrepancies observed (3, 12, 14 seconds) are within the range of predictability errors noted for the
entire set of flights.

5. CONCLUSIONS

Present air traffic developments, together with economic constraints, call for an efficient use of the capa-
city available, in particular landing capacity, and a drastic reduction in flight cost wherever possible.
For inbound traffic, this in turn requires effective cooperation between en-route and approach control units
(a) to determine the optimum set of lending times and (b) to control each individual flight accordingly.

A specific procedure is proposed for the accurate control of individual 4-d trajectories, time-of-arrival-
constrained, over an extended distance (up to 250nu from touch-down) using the guidance, control and navi-
gation equipment currently available. To this effect, the flight is considered as being made up of two
main phases, each being contr,,lled by specific variables:

(a) The en-route phase, which includes the cruise and the en-route descent; it is essentially controlled

through the combined cruise/descent speed profile;

(b) The final descent, which covers the transition from en-route descent, approach part, ILS-glide slope
intercept and landing.

The active en-route control phase starts when the aircraft enters the integrated control area (such as a
ZOC area extending over some 140 to 250 nm) and is assigned a tentative landing time slot. The relevant
message including the cruise speed component is sent to the pilot with the precise position - expressed in
DfE-related distance from a suitably located station - at which to initiate the transition from entry
speed to required cruise speed. Subsequently, the ATC control system - in view of the evolution of the
traffic situation - may either confirm or alter the initially allocated landing slot. In parallel to the
traffic evolution, the progress of this particular flight may differ from what was expected and an update
may become necessary. Whether or not the time of arrival on the runway - or at the assembly point - is
confirmed or modified, the possible related adjustment will include any necessary trajectory correction.

* This leads to a directive defining the en-route descent speed profile. The position at which to initiate
the transition from cruise to descent is given to the pilot in terms of D0E-related distance (also from a
suitably located station), the relevant message being sent from 30 to 60 seconds beforehand. Accordingly,
at the assembly point, say between 15,000 and 5,000 ft, the errors accumulated should result only from the
en-route descent.

The final descent may be initiated at any altitude, say between 15,000 and 5,000 ft, depending on the
magnitude of the adjustment of the time of arrival on the runway which may be required. This phase may or
may not include a horizontal part, it may lead to a direct straight line approach or tb a particular geo-
metrical shape matching down-wind requirements and local geographical configurations. In the case of a
straight line approach, the en-route descent speed is the only practical control variable. For a descent
of a DC-10 decelerated to 250 kt (IAS) at 10,000 ft, the speed range available makes it possible to adjust
the arrival time on the runway within some three minutes. For a U-shape approach (from which an S-shape
could readily be derived whenever necessary) the control variables include, in addition to the route
descent speed as for the straight line approach, the position at which to resume the descent if inter-
rupted at, say, 10,000 ft or to initiate the en-route descent, the position at which to initiate the turn
to the base-leg and the direction of the base-leg which governs the angle of interception with the glide
path. Positions for initiating (see above) or resuming the en-route descent and initiating the turn to the
base-leg are given accurately in terms of DiE-related distances. The position at which the glide-slope
intercept manoeuvre is started is defined by a heading to the outer marker beacon. The adjustments of the
time of arrival on the runway made possible through these three parameters (en-route descent speed control
not included) depend mainly on the airspace available. In the geographical configuration used during the
tests the observed ranges are found to be of the order of 140, 40, and 40 seconds respectively, when
considered independently. If these are duly combined, it is felt that adjustments of the order of 2 minutes

could readily be considered.

The proposed procedure was exposed to a series of tests - for both the en-route and the final phases -
using aircraft flight simulators. The results obtained to date indicate that the following can be
achieved.

(a) compatibility of the procedure with both current aircraft operation ind air traffic controller"'L
directives structure;

(b) compatibility with present human or near-future synthetic voice commuimicatins;

(c) compatibility with future air/ground automated digital comunicatfions;

(d) suitahility to control accurately flights in any ATC system aiming at precle times to arrive" it

assembly points and/or on the runway;

(e) pusaihility ef flying 4-d trajectories with current standard airborne equtipment, in compatibilitv
with present operation, with a high degree of accuracy. It is felt tO c.t ol of arrival time t,,
within some 10 seconds over a 200 no flight distance, should be aimed it.
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In coeclusion, the procedure discussed in this paper appears suitable to control aircraft in a Zone-of-
Convergence-type system making it possible to realise the expected benefits in terms of economy, cost,
consumption and efficient use of available capacity.

Further assessment will include a series of tests conducted on-line from an operational ATC centre, and
the related developments needed both on the operational side (in particular the form of the AfG messages)
and In technical terms (in particular, automatic generation of control directives.
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WIND MODELLING FOR INCREASED AIRCRAFT OPERATIONAL EFFICIENCY
by I

W. Lechner, R. Onken
Deutsche Forschungs- und Versuchsanstalt

fur Luft- und Raumfahrt
Flughafen

3300 Braunschweig
Federal Republic of Germany

1. Introduction

Sufficiently accurate knowledge of the wind in magnitude and direction as a function 3f airspace

position and time is an essential part not only for navigation but also for fuel efficiency and efficient

planning and control of air traffic.

The matter of concern in this paper, for instance, is the demand for wind data in four dimensional

guidance. The calculation of the three dimensional flight path command subject to time-of-arrival

constraints (fourth dimension) requires wind prediction along the complete flight path the aircraft is

going to track. Since the flight path is to be calculated and updated on line wind information has to be

available at any time for the respective three dimensional airspace.
I

The wind data, currently available through MET service broadcast are not sufficient when used as

single source. These data suffer from small measurement rates with respect to location and time. An actual

wind situation can extremely deviate from what the MET service announces. Therefore, complementary or even

quite different techniques emerge for wind estimation, in particular using modern aircraft sensor and

computer equipment.

The Institute of FLIGHT GUIDANCE of the DFVLR has developed such airborne wind estimation techniques.

These were implemented in the automatic digital flight control system of the DFVLR's test aircraft HFB 32C"

and were flight tested.

In order to demonstrate the efficiency of these techniques, automatic 4D approaches were flown

starting at a Metering Fix about 50 nm off the airport. Among other criteria the time-of-arrival errors

were examined and compared against the allowance of + 5 seconds.

2. Wind measurement

There are several methods of wind measurement or anemometry which have been applied and are still in

use, like

- ground measurement on buildings or towers by rotating anemometers, for instance.

- radio sounding balloon,

- remote mea;irement, possibly from the groind, by exploiting the Doppler offp(t rreated by returnini

scatter of signals when transmitted in frequencies ranging between that of ound waves and 1,v,,

frequencies.

- airborne measurement of the vectors for true airspeed and ground speed vectors with determinatinn of tt.,

difference.

Obviou,ly, the qround measurement does not work if wind measurement is imavrlol at hiqibtcr alt I, I ".

as it is the fase for 40-guidance.
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The MET service balloon measurements provide good information at the time of measurement and in the

vicinity of the position where the measurement is taken. However, this is insufficient with regard to a

larger extent of airspace and time period to be covered.

The remote measurement methods could principally cover the airspace to a large extent, but are not

operationally available, last but not least for cost reasons.

The airborne measurement of ground speed and true airspeed appears to be the remaining most suitable

and cost-effective method of wind measurement.

The basic relationship between the horizontal wind vector, the ground speed and the true airspeed

vector is usually described by the following equations (s. fig. 1):

VWE in x FSin a 1
(1) VW  = = IVK- IVTASI

S0LVWN cos X Lc ostaJ

(2) IVw12  VWE 
2  

VWN
2

(3) W = arctg(VWE/V w) +

However, these equations lead to large deviations from the correct values in case of flight conditions

with great values of bank angle Oand angle of attacka, in particular, if a is set equal to the azimuth..a "

By use of equation (4)

(4) a - a.sinO,

substantial improvement compared to plain use of the azimuth Ican be made. This implies sufficiently

accurate information about the angle of attack, though.

Fig. 2 demonstrates this effect. Graph I depicts the wind speed determined by ' a for a certain

flight section containing curved flight portions. Graph 2 shows the corresponding bank angle time history.

One can clearly read the undesirable correlation between bank angle and wind speed looking at the bank

angle peaks and wind speed offsets during turns. These errors in wind measurement can amount to 7 kts in

speed and to about 15 degrees in direction. Graph 3 shows the result for the wind speed measurement when

the correction term of equation (4) is used.

3. Wind prediction techniques

The problem associated to wind arises with regard to 40-guidance because of the need for predictive

data of wind speed and wind direction along the planned flight path. How can the wind measurement be used

in the process of predicting the wind along the flight path ahead of the current airplane position?

As treated in the last chapter, there are wind data at disposal from onboard measurements and

meteorological services. With a data link available, between ground facilities and aircraft all thu ,,

existing data could be used for the process of wind prediction. This relnents the most ideal case.

Without the data link, other prediction methods have to e applied, which h~vr to rely predominantly .jr

either onboard measurements or ground derived ,t.-

These techniques, therefore, can be subdivided in

- Ground facility oriented techniques
- Airborne techniques.

JV
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In the course of flight trials for a 4D-guidance system in 1983, different wind prediction techniques

of these kinds have been investigated by the DFVLR with respect to their applicability to 4D-guidance. The

flight trials were performed with the DFVLR flight test aircraft HFB 320 which Is equipped with an

automatic digital flight control system including a higher level control mode for 40-guidance. The

measurements required are provided by the onboard sensor system, essentially consisting of a digital air

data computer, an INS, rate gyros and accelerometers (fig. 3).

3.1 Ground facility oriented techniques

In case of existence of a data link, all data of interest measured onboard aircraft can be transmitted

to a meteorological computer center on the ground. All aircraft capable of measuring airspeed and ground

speed can be part of the system. For those aircraft which are not capable of measuring ground speed

onboard, radar data might possibly substitute for the lacking airborne information. The ground computer

will collect all these data and will generate a complete three-dimensional picture of the local wind in a

distinct piece of airspace. This technique is often referred to as "windmapping".

The advantage of this method lies in the fact that the majority of onboard measurements which are

available accrue along busy air routes, right in the area where we find the highest demand for accurate

wind information with regard to 4D-guidance.

In areas with abundance of wind measurements frequently available in time, only mean values have to be

determined, possibly by Kalman filtering. In areas where a small number of measurements are available

within a limited time period, inter-/extrapolation techniques can be used. The latter will be described

briefly in the following by the technique of using the cubic spline function for vertical interpolation

over a small number of wind measurements rather evenly distributed over the entire altitude range of

S.. - concern.

Depending on the number of measurements ti = mx +I). which are used as pivot points for constructing -maa
--. ~the curve of the wind profile, the considered altitude range Is subdivided in Lmax =N segments..:-

The spline technique enables a smooth third order polynomial transition from one ,segment of the wind

profile to the next.

For the vertical profile of wind speed, for instance, the following relationships are valid for the N

segments in case of the cubic spline (s. fig. 4):

.# .......... (5) AhL  = hi+ I  - hi  L-I,.... N

AvWL VWi+ 1 - V L=1,...,N
WL WI

V WL aL 
+ b

L (h-h1 ) L=I,. ..,N

+ CL(h-h )& + dL(h-h 1 V.S  V L=l. N
L W I

b - cL AhL + AvuL/ AhL- (cL~i-cL) AhL/3 L=I....N

L (yL"hh) L L+/X L C=2. N-1 i -1
cN
IN  = + =NX .. ..

.dL  (CLI-cL)/(3 "h1 ) L .. N
d -. (cU h -,.,

xL  = 2 ( AhL1 + AhL)- L h'L  /xL-1  L-3,....N

x2  2 ( Ahl+ Ah2)
-. YL 2 ZL " hhL- l ' YL.II ' ....N-1::':

Y2  '2

zL  3 (AVwLI AhL -AV tI 1  Ah L.1) L-3 ....N
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The evaluation of a great number of wind profiles proved N = 3 to be sufficient for the altitude range

of FL30 through FLOOD. Surplus measurements are used for enhancing the measurement quality of the selected

altitude pivot levels.

During the flight tests, this technique was simplified in a certain way with respect to the ,

acquisition of wind measurement data, as being utilized as pivot values. These wind data were measured

during the climb phase the aircraft went through before the 4D approach test flight was started, and were

stored in the onboard computer. Table 1 shows four flight test results of time control achieved when this

technique was applied.

3.2 Airborne techniques

Two prediction techniques of airborne type were investigated:

1. Wind prediction through interpolation on the basis of a simplified model.

2. Wind prediction through extrapolation on the basis of the complete wind model the parameters of which

are estimated by a Kalman filter.

3.2.1 Wind modelling

The prediction of the wind along the flight path ahead of the current airplane position can in

principle, work by inter/extrapolation on the basis of a sufficiently valid description of the mean wind

as a function of the airspace location relative to the current position of the airplane, the so-called

wind model. By the wind model existing knowledge about the physics of wind can be exploited. The

operational use of mean wind data for 4d-guidance calculations does not provide significant shortcomings.

High frequency wind variations cannot deteriorate significantly the time control accuracy which is

explicitly required at the end point of the 40-flight phase. p

The structure of the wind model can be assumend to be the following:

(6) W (h) (h/ho)P gSE (xE - xEP) + gS N - xNp)

(7) IWM =*w(ho) + gRE (xE - xEP) + gR N xNp) + gRH (h-ho )

h h

Here wind speed in a certain altitude is given by known wind data at a reference altitude h
0

multiplied by an exponential function of altitude. The additional terms in eq.f are accounting for wind

changes within the same altitude by gradients gSE and gSN as a function of the distance of the current

airplane position (xEp, xNp). The model of wind direction is assumed linear in all three dimensions of the

geodetic coordinate system with the gradients gRE gR and gRH

This type of exponential model for wind speed and linear model for wind direction as a function of

altitude was validated by a large number of wind profiles recorded by the Hanover Airport MET service up

• '"..' to 3000 m altitude (FL 100). The statistics of these recordings are shown in table 2.

3.2.2 Filtering for wind model enhancement

Wind measurements are noisy, partly caused by measurement errors. Since it is difficult to tell apart

measurement errors from high frequency wind changes, only mean wind data as a function of airspace

position and time will be used for the 40-guidance calculations. As mentioned before, this is sufficient

JSNddXci LNJfNUJAUU IV Ui41tUUUdUi-
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to comply with the 4D-guidance time control requirements, if these mean data can be made available and if

they can be predicted at locations ahead of the current airplane position. This necessarily leads to

filtering of the measured wind data. The wind model serves as part of the filtering to structure the mean

wind relationships. The parameters of this model are the crucial quantities to be determined as well as

the errors of these model parameters. The best suited filter for this purpose is the Kalman filter which

processes the difference between the low frequency wind model output and the high frequency wind

measurement signal (fig. 5). The Kalman filter provides an estimate of the errors of the wind model the

behavior of which is described by linear error equations, the so-called error model, derived by partial

differentiation of the wind model equations. This error model is part of the Kalman filter forming the

"system matrix" 1.

The error state vector with regard to wind speed has got 5 components: error of wind speed, error of

reference wind speed, error of the exponent p and errors of horizontal gradients gSE and gSN The error

state variables with regard to wind direction are the error of wind direction itself and the error

gradients gRE' gRN and gRH" The system matrices Is and OR for wind speed and wind direction respectively

are the following:

(8) 1 €S(1,2) )S(1,3) *s(l.4) *S(1,5)]

0 1 0 00
=10 0 1 0 0

S 0 0 0 1 0

o 0 0 0 1

•0(1,2) = AXE(k)

.- .. # (1,3) = AXN(k)

0 S(1,4) = p. [h(k)/h 0JP. [ h(k)/h(k)]

f(1,5) = vw(ho).p.ln[h(k)/ho] • [h(k)/ho]P. [Ah(k)/h(k),

(9) 1,2) (,3) (1,4)

0 1 0 0

R 0 0 1 0

Lo 0 0 1"

OR (l,2) = axE(k)

.R(I ,3) = AX (k)

In order to estimate the wind model errors with sufficient accuracy, additional information for the

filtering is needed about those errors which are not described by the error equations. These unmodelled

errors are accounted for by the system noise matrix. Also the statistics of the measurement errors, like

INS and air data sensor errors, have to be taken into account.

This information Is derived from data like those in table 2 and known statistical error models of the

sensors. The measurement noise was defined by a discrete function of the bank angle in order to take into 7.

-'account the increase in error magnitude during turns.

The Kalman filter can then be used in two ways, first as smoothing filter and second as estimation

filter of the wind model parameters with regard to wind prediction along the 4D-flight path ahead. Both

applications, in particular the latter, will be shown in the following chapter.
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3.2.3 Wind prediction through interpolation

- This wind prediction technique yields the vertical wind profile assuming no wind changes without

change of altitude. This is in conformity with the wind model described before by setting the horizontal

wind gradients equal to zero. Two measurements ahead at different altitudes, serve as input data to

determine the unknown wind model parameters. For this purpose, also MET service data can be utilized in

particular for the extreme (low) altitude at which the aircraft will eventually arrive from its current

position. The local wind measurement is taken by the onboard sensor system.

For a typclal 4D approach the altitude changes from FLlOO down to FL30 at the Merge Gate, the point

above the extended runway centerline the 4D-flight path is destined for. As the aircraft is approaching

the Merge Gate the interpolation interval decreases and the wind model is becoming more and more

realistic.

Fig. 6 depicts the wind profiles derived by this technique at four different stages of flight

progress. Accuracy demands are prevailing in particular after the point where the last corrective change

of the flight path is possible, not far from the Merge Gate.

Table 3 contains the 4D-flight test results for the time-of-arrival error as a result of this

technique of wind prediction.

Fig. 7 shows the time history of the TOA error for flight number 14, calculated on-line on the basis

of the navigation and wind measurement data available at that time instant. The poor modelling of the
actual wind profile during the first section of the 4D approach causes the increase in time error as can

be seen in the plot. If the time error exceeds the error limits, as shown in the figure (the limits are

decreasing with time from + 20 sec down to + 5 sec), the 4D-guidance mode compulsorily generates a
Ocorrected flight path in order to compensate for the time error. However, during the last section of the

40-approach time error compensation by flight path modifications is no longer possible. It can be seen

from the figure that right at this crucial flight phase the wind modelling is sufficiently accurate. This

leads to the conclusion, that the feasibility of this technique depends very much on the accuracy of the

wind data at the Merge Gate, the final point of the 4D-landing approach flight path.

3.2.4 Wind prediction through extrapolation

The principle of this technique is depicted in fig. 8. The wind model calculation is enhanced by a

Kalman filter which produces an estimate of the wind model parameter errors. Besides the wind model output

signals and actual onboard wind measurements information about the noise levels of the wind model

calculation and the onboard wind measurements is to be provided for the Kalman filtering.

Fig. 9 presents an example for this wind prediction technique. It shows the measured values as well as

the predicted ones for wind speed and wind direction. The time at the beginning of this plot is the actual

point of time of the flight test. The prediction from this time on is illustrated in this figure (solid
line) to demonstrate the prediction performance. These predicted values are to be compared with the

corresponding values measured lateron (dots) when the aircraft follows the commanded 4D-flight path which

was calculated on the basis of wind prediction. Obviously, the accuracy of prediction declines with

increasing prediction time but the errors are still below 7 kts and 10 degrees for wind speed and wind

direction respectively after 16 minutes of subsequent flying time. The particular advantage of this

technique, of course, is the capability of self-dependent onboard wind predictinn.

Because this technique was of major interest, a total of 8 flight tests were conducted. The 7-

time-of-arrival errors of these flights are listed in table 4. Again, the roet lt comply well with th"
requirements.
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4. Conclusion

In the course of the development of an automatic four dimensional guidance system for efficient

control of operatlonalair traffic approaching the airport a function for, prediction of wind speed and

wind direction along the calculated flight path had to be performed with sufficient accuracy. -7

Wind prediction techniques were investigated for this purpose. It was made use of the wind

measurements available on the ground and/or onboard the aircraft as well as of a model describing the

local wind situation around the actual aircraft position where actual wind information is at hand. In

particular, the wind model could be utilized for extrapolation purposes with regard to prediction and

could be effectively Implemented in conjunction with a Kalman filter for wind model error estimation.

All techniques described, differing in their technical and operational features, complied with the

accuracy requirements, at least under the conditions of the flight test experiments conducted at the DFVLR

- .:71 with the test aircraft HFB 320.
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ffight umber 1 a 10 13

TOA error -2.5 -6.6 -6.5 -1.

Tab. 1: TOA errors in seconds (cubic spline function) ...

mean value standard deviation

wind speed error 2.2 kta 5.S kts

wind direction error 6.6 deC 16.0 deg

exponent p 0.345 0.24

vertical gadient 0.27 deg/FL 0.7 deg/FL

L --- -

, ." - -

Tab. 2: Statistical analysis of wind profiles

light number 4 8 11 14

TOA error 0.7 4.0 -1.4 0.1

Tab. 3: TOA errors in seconds (wind prediction
through interpolation)

flight number 1 2 6 7 g 12 16

TOA error 4.4 3.1 -2.3 2.9 0.2 -3.7 -1.0 2.0

Tab. 4: TOA error in seconds
(wind prediction through extrapolation)

r
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A METHOD OF ESTIMATING AIRCRAFT ATTITUDE
FROM FLY BY WIRE FLIGHT CONTROL SYSTEM DATA

by

Reginald J.V. Snell
British Aerospace PLC

Aircraft Group, Warton Division
Warton Aerodrome, PRESTON PR4 lAX

England

SUIEKARY

The trend towards the use of Active Control Technology (ACT) to control the aircraft flight path has led to
an Increasing investment in flight path sensors and associated computing. In an attempt to offset the

cost, and at the same time save weight, a study was conducted at British Aerospace, Military Aircraft
Division at Warton into using this data to extract aircraft attitude. If this could be achieved it would

not only avoid the requirement for supplementary hardware in the form of an Attitude References System and

Artificial Horizon etc., but could endow the source of attitude with the high integrity and availability

associated with flight control systems. This would be appreciated by pilots who were pressing for
automatic cross referencing of flight reference data to minimise cockpit work load in flight situations

where the pilot needs to fly'eyes out' of the cockpit as much as possible.

Following initial studies with flight recorded data, an experimental application was flown on the ACT
'Fly-by-Wire' Jaguar Demonstration aircraft using digital data originating in the Flight Control System.

The flight results have demonstrated good accuracy and stability in the general course of flying. During

violent manoeuvres,errors in pitch peak at 2
° 

to 30 but are generally insignificant by completion of the
manoeuvre.

If attitude can be established with sufficient accuracy, it would be feasible to extract aircraft magnetic
heading from a three axis magnetometer. Heading, together with attitude and air data information would

provide the basis for a dead reckoning navigation system. It is believed that such a basic system could be
aided by a continuous terrain profile matching system to provide high accuracy navigation. Consequently,

the method not only offers a source of high integrity attitude but could also serve as the basis for a low
cost, highly accurate navigation system suitable for operation over digitally mapped terrain, either as a

stand alone system or a back up for cross monitoring an inertial navigation system etc.

BACKGROUND

The motivation for the development of a technique to extract attitude from the Flight Control System arose
out of a study for a low cost, lightweight combat aircraft. To Increase tolerance to higher normal
acceleration levels in combat, the pilot's seat was to be more reclined than conventionally which had the
effect of reducing the visual area available for cockpit instrument display. Because of the limited

display space, there was pressure to reduce the number of secondary instruments used by'the pilot for cross

checking. This was in line with a demand from pilots for automatic cross referencing, to red tce pilot work

load in flight situations where they need to fly eyes out of the cockpit.. The standby displays are chosen

for their high availability derived from design simplicity and maturity. Consequetly any single sour,, ,i

data must have both integrity (to avoid cross monitoring) and high availability (to replace standby .

instruments).

The aircraft was to have a digital flight control system with multiple lanes of sensors to establish both

high integrity and availability. Therefore any function which used flight control system data might be

endowed with integrity and availability. As the flight control system uses g)roscopes and attitude syste'..

also use gyroscopes, could attitude be a suitable subject for investigation?

DERIVATION OF ATTITUDE

The traditional attitude reference system in its most basic form comprises a gyrostabillsed reference asi;
aligned to the vertical and corrected for drift by using accelerometers acting in the sense of a plumb I.. '

The aiceler,.meters of course cannot distinguish between gravitational and inertial acceleration and

consequently their vertical reference is only dependable over periods of time 0 f sufficient duration
wherein the influence of manoeuvre acceleration is small in relation to the sustained gravitational
acceleration. Accordingly, the coupling between the accelerometers' and gyroscopes' vertical referenue..

must be ciomparatively weak to avoid significant attitude errors during periods .,f severe aircraft
manoeuvres. For this reason,the random drift rate of the attitude reference gyroscopes Is traditional lv

not greater than. several degrees per hour.

The gyroscopes in current ACT systems have random drift rates In the ord,.i of sevral dlegrees peir "iini ti -

nearlv two orders greater than the requirement for Irodi tonlnl attitude i ,terence. Consequent ly , i ordr

to employ ACT gyro .li s for the derivatlim 1nf attitude, there must he ii closer ,plng wl th tie long t i
vertial reference n aesitat ing a better vertical reference than from the a, celi'rnettrs .alone.

Am the ,cteler,imet'rs cantot distinguish betw,'ui givitatontil and lnei tial acce, lerations, then tle
vert it il reference could be improved by correct lu the accelerometer measul ki-ent q for Inertial

atcc Ic rat i,,.

The In,,rtial a,'alert ion act iug on the airrir,,,, is ,f course prou iedi by i iage A, magltitu, .i.i. nd i t- r
of slrci-aft velot Ity. This aci'ileiation ull uu h. I- p|It l ,,d n elni i rm It 4A If,, -u , ,t a. It ,Iu.ii , tie
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Figure I shows the traditional right handed set of axes x, y and zcentred on the aircraft centre of
gravity,with x lying along the aircraft fuselage. The components of aircraft velocity V along these axes
are respectively V , V and V and the rotation rates about the axes respectively P. Q and R. The inertial
acceleration alongxan Xxis isthen the sum of an acceleration caused by change of magnitude of velocity
along the axis and two centripetal components induced by velocities and rotations about the two adjacent
axes as shown in Figure 2 for the x axis. The inertial accelerations for the three axes can then be
expressed as +. + z - yR

Ix +V y

- V +VxR - VP

+ VyP - VxQ
- z y x

Looking to the Flight Control System (FCS) for sources of data to evaluate these expressions, then clearly
the rotational terms P. Q and R would be available from the FCS gyroscopes. Other sensor data used by the
FCS include the air data measurements, pitot static pressures, and angles of attack o and side slip/3
In conjunction with outside air temperature measurements, True Air Speed can be evaluated from the pressure
measurements to represent aircraft speed V and the components of this velocity along each axis deduced from
the o and /3 measurements. As pitot probes generally have a high pressure recovery over a wide angle of
attack, then it may be taken that True Air Speed represents the velocity V of the aircraft in the air mass.
Refarring to Figure 3. the resolution of V onto the x axis will then correspond to the direction cosine

I " (I + tan 2 "'m + tan', )-

so that V - V.1x

V - VI tan/s

zV V1 tan oc

X

0a0

3 x=V+VY-VA

"" "Figure 
Aircraft Reference Axes and Velocity Notation Figure 2 Acc.erstins 

along the X A si a

OI

Y

a

If AN

V -(1 + tanl( + tan2 pj)- /

V , -- V tan fi

TRUE AIR SPEED v

r101,,. I iloncifotioi of Tii.. Air %ier notii X Y I' A-
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This method of estimating inertial acceleration is based upon the use ,f air speed and the implfati n:
require examination. Now, fundamentally there is no measure ci "absolute velocity. All Vel.,cicics must t
relative to some arbitrary reference frame, the most convenient usually being tt,. arth's surface. '
formulating accelerations, due account must be made for any accelerat ., of tin reference frame itscl..
For instance, rotation of the Earth will induce Coriolis ters which muroc he all!wed for in Inertial
Navigation systems.

Therefore in using the air m,s, at; a irame of reference, the wind spoe I6 not directly of concer: lu.
change of wind speed is pertinent. Ir general, significant air mass acceleration appears as gusts of
comparatively short duration and the resulting errors may be ameahable t. smoothing.

The next question is, what is the potential accuracy ou such a system? It, general, attitude accuracy is
more important in sustained steady manoeuvres, level flight, descents and turns to avert excessive
deviation of the flight path. As rapid manoeuvres are relatively short term then larger errors may be
tolerated provided there is no residual error at the end of rite manoeuvre. Consider the steady state cas'e
where in principle there would be no differentiation of the components of air speed along each axis. The
accuracy would depend upon the errors in accelerometer and gyroscope measurements.

The ACT Jaguar Digital Flight Control System uses 12 bit digitisation of sensor data and it is assumed that

projected systems will also use at least 12 bits if not extended to 14 bits. If the accelerometers on the
longitudal and transverse axes have a range of ±2g then the least significant bit (LSB) with 12 bit
digitisation, would be 0.001g, amounting to an attitude error of 0.06 degrees.

The corresponding errors attributable to the gyroscopes will arise from centripetal accelerations induced
by velocities along adjacent axes.

Assuming negligible sideslip in the steady state case, the centripetal acceleration error along the

longitudinal or x axis would be due to velocity along the normal or z axis and pitch rotation error.
Typical pitch gyroscope range would be ±60*/sec. or a ISB or 0.03*/sec. for 12 hit digitisation. At Mic!
0.9 or 300 metres/sec. and, say, an angle of attack of 2 degrees, the velocity along the z axis would be
10.5 m/s and the acceleration induced along the x axis would be 0.0055 risec., amounting to a pitch error
of 0.03 degrees.

The centripetal acceleration error alonzg the transverse or y axis will be due to velocity along tle x axis
and yaw rotation error. Again, the yaw gyroscope operating range will be about ±60°/sec. and LSB
O.03*/sec. Therefore at Mach 0.9 with a velocity along tie x axis of 300 m/s, the acceleration error wil
be 0.157 m/sec.

2 
amounting to a bank error of 0.92 degrees.

Therefore the intrinsic pitch error due to digitisation wi!! be of the order of 0. 1 degree and the bank
error I degree. Pitch is always the more critical channel and larger errors are acceptable in bank.

There is a further acceleration term to consider, Induced by travelling over the curved surface of the
Earth. This is the Coriolis term acting at right angle to the direction of travel, expressed as:

- 2VD sin I - V2 
tan . sin

where V is ground speed, y/ is track angle, Cl Eaith's rotatiin rate, R Earth's radius and N latitude
angle. The term can be computed from navigation data, bit if riot allowed for, it would generate errors ii;
bank of the order of 0.2' to 0.3* at Mach 0.9 at Northern Furope-i latitudes.

Therefore, having re~alised that the magnitude of windspeed was not ;a 'ritical factor and that the system
had the potential for adequate intrinsic accuracy, the conccpt was tested using flight recorded data. Such
data was already availalle from pre-production Tornado aircraft. instrurrented for flight handling
loarance. The instrumentation Included a side slip :and three ayes of accelerumeters not normally fitted

to production aircraft. Furtoer, the records of angle:, of ir;ick and 'ide slip and the accelerometer
reading were corrected to the airorait's centre of gravity ro.ation. The insrrientation records alo"
Included pitch and bank measured by tit aircraft's inertia

1 
naigatton system, providlng a ccnvenient n tro

for as;essing the accuray of the technioe. Tile data i. . ,-ided digitally but o"ily to 10 bits, wi.ich
wc.'ld coarsen the attitude estimates In relation to their ptential i:.( withi a flight control system.

Initial uxploratltrns with this data were aimed at calcul-itine artitide directly from the components of
gravitational acceeration on each axis x , 'y and "W nilc ilated fri,; hi difference between the miea;ured•
total acceleration and estimated inertialgacchlerati§o on 'ash axi:;.

pitch angle 9- arc sin

bank angle 0 -* re tan I y .

Wi re gl is th" ..cal grav.ltation at ael erat lun aki.n as

'
4 
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t, ;oi'Id numier rcal problem; when s/g, ipproaches unity.
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Several types of filter were investigated to reduce the noise induced by differentiation. The most

suitable was found to be a recursive differentiator and filter of the type:

- A (xI - x_ 1 ) - i-1 C 1 -2

where A- I + B + C

A T

The values of B and C were selected, in relation to the sampling interval 2T to give a cut off a little
over I Hz, this being the order of pitch response frequency of typical fighter aircraft. The filter
produces a substantially linear phase lag with frequency up to about I Hz so that all frequencies less than
1 Hz have a similar time lag.

To synchronise the rotational acceleration terms, they were deliberately delayed by the amount of the

filter time delay before being added to the linear acceleration terms produced by differentiation. The
resulting attitude estimates were now stale, and were brought up to current time by adding an incremental

change of attitude deduced by integrating gyro body rate measurements over the filter time delay ioterval.

The resulting prediction of attitude agreed quite well long term with the inertial navigation reference but
was still far too noisy to be used alone.

The other source of attitude is that produced by integration of the gyroscope body rates. This estimate is
smooth but prone to long term drift. The magnitude of the drift was difficult to assess Comparing this
source of attitude with the inertial reference,indicated a divergency of the order of the LSB in the 10 bit

instrumentation records, implying that the intrinsic drift of the gyroscopes was much less.

The situation was obviously a suitable candidate for a Kalman Filter wherein the long term stability of the
noisy attitude estimates can be combined with the smooth but drifting estimates derived fro integration of
gyro body rates. A continuous-discrete extended Kalman Filter with pitch and roll as the state variables
was duly implemented. The attitude estimates now proved to be sufficiently smooth and accurate to warrant

further work on the concept, culminating in a flight demonstration. Because the method was based upon
building up the gravitational acceleration components from the components of inertial acceleration, it
became termed the Synthetic Attitude Technique.

FLIGHT DEMONSTRATION

The obvious vehicle for a flight demonstration was the ACT Jaguar demonstration aircraft flying at Narton
with a digital flight control system. The sensor data available within the FCS included pitot-static

pressures, angles of attack and side slip together with all three axes of gyroscope measurement of aircraft
body rotation rates. The only data lacking was the acceleration measurements along the aircraft axes. A
further important consideration was that the aircraft FCS ground rig was sited at Warton and could be used
to develop and clear the technique before embarking upon flight trials.

The most appropriate place to invest the software for computing attitude would be In the FCS computers to
thereby acquire integrity and availability. To pursue this policy on the demonstration aircraft would

cause inevitable delays to the main flight trials programme and was therefore untenable. Similarly any
attempt to display or involve this source of attitude with other avionic subsystems was discarded to avoid
delays and the expense incurred in clearing flight safety implications. The outcome was that a dedicated
processor would be required which simply fed data into the Flight Data Recording System, Access to data

would be a straightforward matter of tapping into the 25 Hz digital data stream from the FCS computers to

the Flight Data Recording System.

A processor was constructed by the Electronics Department at lazrton, and desIgnel to receive 16 bit data
from the FCS computers, convert analogue data from the accelerometers and a total temperature probe to 12

bits, perform computations in 16 bits and output data in analogue form for flight recording. In addition
to the fundamental attitude computation, the processor had to derive true air speed from the pitot static

and total temperature measurement and correct accelerometer measurements to the aircraft centre of gravity
position. Limitations in computing capacity prevented inclusion of corrections for compressibility effects
on the pitot static measurements in the transonic region. The offset of the accelerometers from the
aircraft centre of gravity (CG) were based on a mean CG position In flight.

Acceleration measurements were provided by a set of three Systron Donner da'ccleroML.ters type 4311 with a

performance compliant with 12 bit digitisation. The range on the x and y axe:i wa; -2g and -2g to lOg on
the z axis. The accelerometers were mounted on a common bracket to maintain orthogonality and mounted
about one metre from the aircraft's centre of gravity, which was as close a:; th,, t irallation would allow.
The mounting site was in the spine which facilitated alignment of rho axes o thi, accelerometers to tI,

aircraft axes.

FL I(HT RESULTS

In assessing the performance of the te(-hnique, th, easent Iat featuie should be ;n.) I ertror in sustained
flight conditions to avoid pronounced deviation of the flight path from the h ,t-vtaala directIoun. SMA I
error ecxursionH c:ould be tolerated provided they were of short durtlon. Larger ,tinR can he tolerat-
in highly dynamic manoeuvres because o1 their shorter duration p1ovided there w , n ieturn to normal
condltions within a very short time of completing the manoeuvre.

The degre-e of itot(cemt i f Ihe technique with atp- to titae critelt.1 lay ho l!- l, Tht the s|,n limen tlia .
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in the low, dynamic conditions, a 20' banked turn and a landing approach descent Figures 4 and 5, the mean
pitch error is zero. Peak pitch error excursions are only %* in the turn and there is one instance of a
peak of 1.2' in the descent. The bank error in the turn shown a bias of about -2* with a peak error of
-4'. in the descent the man bank error is zero but the peak error in 3' where 2* is exceeded for about
one second.

Figures 6 and 7 show some pitch manoeuvres with wings level pulling some 2 and 2.6g. In both cases the
pitch error is contained within 1% In Figure 6 the bank errors also lie within 1* but in Figure 7 the
errors peak at ±6* at the point where the pitch rate Is greatest.

Two level turns at 3g and 6g respectively sre shown in Figures 8 and 9. In both cases the pitch errors are
within 21.5%. Tho bank errors peak at +6* and -8* In the 3j; turn and +3' and -4' In the 6g turn at maximum
bank rate. In the sustained part of the 61; turn the bank error is generally less than 3'.
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The final two manoeuvres are with high roll rates, a 2g Wind-up Turn (WUT) and some rapid rolls, Figures 10
and 11. The pitch error in the WIT is substantially zero with a peak error of 0.8'. However, although the
average bank error approaches zero, there is a very large error of 20" at the maximum roll rate. The rapid
rolls exhibit similar characteristics. The pitch errors are within ±1.5* but the bank errors attain 25%.
again at the maximum rate of change of bank angle.

75saco m im seco,.

0 5 10 Is 20 25 30

0.I0

0PrtcH 55505 I-

[ 2'
2 5 5-55 5550

2. An" 
I.ANL

-- 0

Figure 10 29 Wind-Up Turn FigrII Rapid Rolling -.- "

- ---- - 5 . -. &.

To sun up then. the man pitch error in zero especially in gentle manoieuvres with some maximum errors-
generally not exceed I to l h degrees. The bank errors are larger, but still small in gentle manoeuvres.
In hih dynamic manoeuvres, the bank errors are pronounced at maxi m pitch and bank rates but return to
negligible generally before completion of the manoeuvre.

!ll Thus..t the present state of development. the flight results.sy be claimed to be most encouraging. The..jl

latest analysis of flight data has shown that the large bank errors could be reduced by changing the
p': d!i ", " -.;5coefficients in the velocity differentiator routine and the associated time delay corrections. "[[[

!- ~It is also believed that some further reduction in error could be achieved by placing more weighing on the -..
gyroscope attitude reference within the Kalman Filter. However the random drift rate of the gyroscopes,"'-.
especially as they are a consolidated man of four gyroscopes on each axis, is much less than the least .- "

MAGNETIC HEADING

Although the Synthetic Attitude Technique is primarily concerned with attitude, it can be made to fulfil a

greater role in conjunction with other technical developments. ,",.

one such development is the three axis magnetometer or three axis flux detector (3AFD). if the attitude of -
each sensing axis of the 3AFD is known, the horizontal component of the Earth's magnetic field, that is .. -.

magnetic north, can be resolved out of the wagnetomieter readings to give aircraft magnetic heading. As -'.[
." ,: .... . ,.with the Synthetic Attitude Technique, the FCS gyroscopes can be used to smooth ou..t noise. Heading- .[['"

rotation rate can be resolved from the FCS gyroscopes and Kalman Filtered with basic magnetic heading from

the magnetometer.

The attraction of the technique Is that it is not prone to errors In turns as Is the earlier pendulously
mounted two axis magnetometer as It swings out of the horizontal plant, into tile bank plans.

Exploratory flight trials are being undertaken on a three axis magnetometer, also, on the ACT demonstrator
Jaguar. An experimntal 3AFD constructed by M~e Dynamics Group, Bracknell Division, Is mounted near the . '
top of the fin In place of the forward passive radar warning detector head with Its three sensing axes :' .

aligned to the aircraft axes. Initial calibration of the device has been in:ide with reference to Inertial'" ..
Navigator heading and attitude to resolve published Earth's magnetic field data onto each axis of the"-.•

magnetometer for comparison with measured field strength.

"L?':; .:.,),. ... eI true component of the Earth's field on each axis can be expressed In terms of the 'otal measurements __

•x, y_ and z to account for axis misalignment, hard iron single cycle and soft iron two cycle effects, it
N . fgrm: ", ,
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The horizontal component of the Earth's magnetic field is therefore:

A x

and aircraft magnetic heading becomes

arc cos H \ or arc sin -Hx)('hA, _Hx ,,

The traditional ground compass swing will exercise the x and y axes of the magnetometer from the positive

to the negative magnitude of the Earth's horizontal magnetic field whilst the magnetic field on the z axis
remains substantially unchanged. Consequently the device can be calibrated fully only in fight in

manoeuvres including steep banks and inverted fight. At the time of writing only part of the flight
envelope has been analysed. However, the limited data gathered so far can serve to illustrate the
potential of the device.

Figure 12 shows a post flight estimate of magnetic heading in relation to true heading based on flight
records from the magnetometer and inertial navigation system heading and attitude. The first manoeuvre is
a 60/65' bank turn through 360* of heading followed by a barrel roll and a slow roll. The turn illustrates

how, throughout the full 360' heading change, magnetic heading maintains within ° or so of a constant
difference with true heading amounting to the local magnetic deviation. In the course of the two rolls

there is a deviation from mean magnetic heading of about 4' or so corresponding to rudder application to
counter side slip as the aircraft rolls through 90' of bank. The rudder application causes the fin to bend
and twist thereby slightly misaligning the magnetometer axes to give rise to the error. The effect is

pronounced because the high angle of dip results in a heading error of some 2.5 times the attitude error.

400- 60' BANK i
3M TURN BARREL SL

ROLL R OL

320
READING
(OEGS) RUDDER

CORRECTION240• -•.

/ MAGNETOMETER HEADINGso-- INS TRUE HEADING"-.-"

4000 4020 4040 4060 401*0 41'00 4120 41'40 41'60 4180 4200 .
TIME (SECS)

Figure 12 3 Axis Magnetometer Heading

The next stage of development would be to Kalman filter the basic magnetometer heading with the rate of
change of heading resolved through attitude from the FCS gyrocopes. As the gyroscopes nre near the centre
of the aircraft, they will be unaffected by deflections of the fin and therefore the filtered value should

show a marked attenuation of the errors seen in the roll.

NAVIGATION

The heading provided by the 3 axis magnetometer, together with the projection of Itue Air Speed onto the
horizontal plane provide the basic elements for an Air Data, dead reckoning navigation system. Such type
of navigation is susceptible to errors induced by changes in wind speed and direction ald is therefore only

used in emergency situations when all else has failed. However, over short periods of time the
accumulation of navigation error may be sufficiently small to enable further exploitation in association
with other techniques. One such technique is terrain profile matching which estimates position by

correlating measured height of the terrain profile with stored height of the t.rraln being overflown. "I
technique works in conjunction with a dead reckoning navigation system which Is n.'ded to provide initial

- - .. . . .- , ,estimates of direction and horizontal displacement for each correlation step. Current studies are

associated with Inertial Navigation but preliminary investigations by Ae Dynamic, Bristol Division 1,1,,c,
on flight datn suggest that their TEKIROM continuous terrain profile matchlig tn hnique may he worla.ai,-
with Air Data navigation providing heading errors are within a degree or so. Ihe ca-mparatively high updit,
of continuous profile matching enables the system to cope with changes in wind canditions. The positlanl
accuracy will be less than TERPROM aided IN bait is expected to be better than an IN alone. A further
advantage of this technique is that it can also provide accurate horizontal ;ltd v,'rtical terr,tial
velocities.

The attraction of cantinioua terrain plltl tle matching Is its autonomy with it high onafitlente afl,,rdtd , ,-v
virtually coot lnutu. automatic posititn I [ling unimpaired by wratler caadIt i,,os. To this can be added th-.

advantage of using the a4sotaciated height dlata baa,. to estimate the height I X101111 11a aad of the ala ilt,....

wll hour the em lssiun (if forward enerig y, agai a regnrdlesst (if weather rau ltlou.n, t ,, tarhevid e ala, laaala t ,aa '.
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Terrain profile matching of course is limited to flight over land for which there is a digital height data

base. An alternative high accuracy navigation system is NAVSTAR which, being radio based, lacks the

autonomy of terrain profile matching but at least it is Global in its application. This system essentially
provides measurement of aircraft terrestial position and velocity, but cannot provide heading or attitude
data. Consequently, a cost effective solution could be to provide attitude and heading by the Synthetic

Attitude Technique in conjunction with the three axis magnetometer. Air Data navigation could be used to

sustain continuity during brief disruptions of NAVSTAR satellite communication either through juming or
obscuration of the antennas in dynamic manoeuvres, and would also assist in reducing the time to reacquire
satellites.

DISCUSSION

The prime objective of the flight demonstration was to show that the concept of extracting attitude from

the flight control system was fundamentally viable. Absolute accuracy was not a major consideration

provided any inadequacy could be accounted for. As the flight results confirm the general performance is

encouraging. There is some loss of performance in dynamic manoeuvres associated with high manoeuvre rates
but not of a nature to invalidate the concept. As refinement of the performance would require substantial

changes to the aircraft instrumentation recording standards, it was felt that before actively pursuing

further development there should be a potential aircraft application, and here a further factor had come

into play.

Aircraft attitude is important as a reference for the regulation of the aircraft's flight path. Before the

introduction of inertial navigation, a climb or dive was set up by reference to the artificial horizon and
rate of climb display and would take a succession of control readjustments before the required flight path
was achieved. The inclusion of an inertial navigator made it possible to depict the aircraft's flight path

relative to the outside world. Pilots find this display compelling as it gives a direct indication of how

the aircraft is responding to control demands and thereby made establishing a flight path a much simpler

task than hitherto.,

The aircraft flight path display is based upon inertial navigation (IN) terrestial velocities. IN systems

are difficult to endow with a high degree of self fault detection and ground speed runaways can arise
without any fault indication. Such a velocity increase would reduce the magnitude of displayed climb/dive

angle. As the horizon display, also derived from the IN, would not be significantly affected by the

runaway, the pilot may be unaware that an actual dive angle was much greater than that displayed and this
could result in a hazardous flight condition. Consequently there is much concern to improve the integrity

of the flight path display. Attempts to monitor IN ground speed from non IN sources do not appear to be

sufficiently accurate and this has led to demands for a second IN. This second IN would also improve

attitude integrity.

The coming generation of the Ils are likely to employ Ring Laser Gyroscopes (RLG) not least because they

offer advantages of reduced life cycle costs. As the RLG measures rotation rates they could be used to

provide axis rotation rates for the FCS and therefore offset the cost of multiple IN equipments. Thus one

might expect to find in multiple lanes of an FCS at least two lanes using the outputs from IN RLGs.

Looking further ahead the sensors for both IN and FCS requirement might be provided by the Integrated
Sensor Package based on the RLG. The accuracy would be sufficient for IN requirements, the integrity and

availability sufficient for FCS and therefore the integrity and availability of flight path angle and

attitude data would be assured.

All these considerations have tended to detract from the initial interest in the Synthetic Attitude

technique, and currently there is no projected application with the consequence that further development

has been low key.

However, it has already been mentioned that continuous terrain profile matching and Navstar provide high

accuracy terrestial velocities and clearly therefore could provide an alternative source of flight path

angle to an Inertial Navigator. This prospect offers many alternative future system applications for using
Synthetic Attitude and the three axis magnetometer with either or both terrain profile matching and

NAVSTAK, without an Inertial Navigator or to compliment an Inertial Navigator.

CONCLUS0s S

1. An investigation has been undertaken into the possibility of achieving a high integrity, high

availability source of pitch and bank attitude estimates from the sensor data within a digital Active

Control Technology flight control system. The outcome is a proposal to compensate for the relatively
high drift rate of the ACT gyroscopes by improving the long term gravitational reference through

correcting acceleration measurements for inertial accelerations derived ftom the ACT Air Data rensorn

and gyroscopes.

2. Flight demonstration of an experimental system on the digital ACT demonstration Jaguar aircraft has

shown that the concept is viable. Accuracy is good in prolonged gentle manoeuvres and although bank
errors were large in hlgh dynamic msanoelvres. the errors were insignificant by completion of the

manoeuvre. Subseque.nt theoretical studies based on flight data hay,' shown that the bank error can b,,
reduced.

3. Futther development on manned aircraft hIAq been overshadowed by the additional need for high

integrity flight path data driving solutions towaid saltiple inertial navigation systems.

4. In the context of low cost systems, it should be possible to extend the role of this source of

attitude by ssoclation with other technical developments to arrive at an slterative to the Ineit in)

navigator as a source of accurate terteti.al position and velocity and therefore flight path angle.
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Pirstly, attitude can be used to extract heading from a three axis magnetometer which can be smoothed
by the FCS gyroscopes. This heading, in conjunction with True Air Speed could provide an Air Data
navigation capable of being aided by continuous terrain profile matching to yield high accur-Icy
navigation and terrestial velocity.

Alternatively, for operation over sea or land not covered by a digital height data base, terrestial
positions and velocity can be provided by NAVSTAR satellite navigation with attitude and heading
provided by the Synthetic Attitude Technique and the three axis magnetometer. Air Data Navigation
could be used to interpolate during brief interruption of satellite communication during severe
manoeuvres or periods of jamming and also assist in minimising reacquisition time of a satellite.

Whether or not such types of system would ever be capable of displacing the Inertial Navigator is
perhaps speculative at this time. However, at the very least they may be capable of complementing an -- -

IN to improve flight path integrity etc without the need for a second IN.
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HE IMPACT OF VLSI ON GUIDAKE AND CONTROL SYSTE4 DESIGN
by

DON PRICE
Flight Automation Research Laboratory

GEC Avonics Ltd
Airport Works

Rochester Kent MEl 2XX
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SUMMARY

The potential of Very Large Scale Integrated Circuit technology to reduce cost,
including Life Cycle Cost, of Avionics systems is examined. Trends in methods of
silicon realisation and in system complexity are related to the necessary advances in
methods of system design. A generic system design approach is outlined, which
emphasises the disciplines which are likely to enable cost-effective semi-custom circuit
design to become viable.

1. HISTORICAL INTRODUCTION

In the 1960's the aerospace industry defended its public image, always under attack for
increasing expenditure, by holding up the non-stick frying pan. Thank to aerospace
technology the housewife could deflect her husband's anger at paying taxes by offering
him perfectly-cooked, never-burnt fried food. If in retrospect we look for commercial
and domestic benefits of aerospace technology the largest benefit must be seen in the
collaboration between the aerospace industry and the semiconductor industry in the
development of the ubiquitous capable and reliable integrated circuit. For which other
product can we look back on two or three decades in which value for money has increased
at such a pace?

Today we see the rapid development of very high performance integrated circuits to solve
problems of signal processing and image analysis stimulated by the need for smart weapon
systems, with the commercial drives of the Information Technology industry forcing the
pace just as positively. More and more powerful microprocessors find their way into
avionics, a tiny minority sponsored by the aerospace industry. Certainly the
microprocessor has enabled a considerable advance in processing power per unit cost and
a large step forward in reliability. It is the object of this paper to assess what
further steps in cost effectiveness might be obtained through the use of the VLSI, and
what the two industries need to do to make this possible.

2. AREAS OF SYSTEM COST AMENABLE TO REDUCTION

Let us first distinguish between first cost and cost of ownership. The cost of an
integrated circuit depends on thesize of the market into which it is sold, the maturity
of the product, competition and the clout of the Buying Department. Cost of ownership
relates to reliabililty, ease of fault diagnosis and repair, and less directly to th,'
systems heat dissipation, power requirements, connector requirements, weight and bulk.

Trade-offs between first cost and cost of ownership are intrinsically difficult as the
system supplier has little control over the detailed maintenance and repair tactics
employed by his customer, but in principle all these areas are amenable to improvem.nt
by further application of VLSI. Apart from the highest speed areas of a circuit.
dissipation and area of silicon real estate are markedly controlled by the need t,
provide drivers to transfer signals from chip to chip, and further levels of integration
of circuits can dramatically lower system power levels. A more logical division of
systems into functional blocks can ease the diagnosis of failures leading to a
significant reduction in the proportion of integrated circuits incorrectly removed Ani a
longer life for the boards on which they are mounted.

Additionally a more logical partitioning of systems into integrated circuits facilitat,.;
the incorporation of built-in self-test facilities into the chips. A standardisc1
interface between circuits with spare capacity enable tnterroqatin of the DIST functior
without additional pin-outs and drivers. Since the reliability of an integrated circuit
is largely independent of its circuit complexity, this is achieved without penalty In
MTBD, and the failure of BIST circuity leads to the removal of the correct chip.

However such ideal solutions are unlikely to be carried throuqh into practices ...,.
and until the avionic industry can vaforce standards and can afford the first cr.nt -f-
chips to its own specification. Its ability to carry through aueh apolicy at to'ldy-
juncture is doubtful indeed, this in because the first cost of nich devices woull I,-

dominated by design cost.

Trends in Design Cost of Integrated Circuits

In 19R0 Frank Micheletti of Rockwell illustrated the Ireini in ,hiiiqn cont oveI)--
decades thI ('ost o0f C des I (n r, e I I 1nar I y a. I hI' ni ml -f .. ] i tat- . , r.- I
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impression, for full custom circuits, is that $100 per gate still holds certainly for
microprocessors and other circuits where a high degree of geometrical repetition does
not dominate. For such circuits where detail layout is important to fulfil performance
and yield goals there is little sign of a marked fall in design costs per circuit unit.
However where a design is required that does not need optimal packaging to obtain
performance or yield, some different approaches may be made which lower design cost,
principally the Gate Array and the Cell-Based System, to produce Semi-Custom designs.
Semi-custom design however should not be defined in terms of techniques such as the
above because it limits our concepts of system design, gate arrays are only the on-
silicon analogy of design by connecting up individual transistors, and cell based design
can take us back to SSI technology fitting together flip flops, D types or perhaps
registers. A better concept of semi-custom design is systems design where units of -.
circuit in which the system designer has experience and confidence are interconnected on
silicon to meet a requirement. The circuit units could conceivably be similar to the
common devices he would look for in a pcb design; registers, buffers, decoders or even
microprocessors leading to what is commonly termed a macrocell approach. The silicon
vendor is thus potentially able to 'shrink' mature design into a finer geometry process,
and by combining them meet a hystem requirement in a fraction of the previous numberof
devices. Such combined systems however are likely to have a more limited market, will
need system knowledge to select and design (and equally to specify tests for) and except
in limited areas offer a poor return for the design resources of a component
manufacturer.

However as a joint design exercise for the systems manufacturer and the silicon designer
the approach deserves examination if the design process can be mechanised in an error-
free manner, the macrocells are proved by repetitive manufacture and use, and the
overall circuit with test access and test routines can be confidently simulated by the
customer (since 'breadboarding' of designs is impossible).

'Software Preservation'

There is one further aspect worth considering, which is that of software. The major. ]
of avionic systems are software programmable, not just because a microprocessor is
currently ,cheaper than a custom logic circuit, but because a significant number of
design parameters cannot be finalised when the design must be committed. These include
airframe derivatives, weapon constants, sensor properties, symbology and other man- 9
machine interface parameters. Flexibility in design is thus an inherent need, not a
side benefit of digital technology. Whereas to an extent software may be separately
developed on a host machine and down loaded, to use a host machine for real time
software commissioning in conjunction with breadboard peripherals is expensive. Hence
the tendencey to demand a breadboard for real time software proving using available
microprocessors. On design completion however the breadboard needs to be 'shrunk' into
a silicon solution. If such a macrocell approach were available and the major
components had been selected for process compatibility, then instead of rewriting the
software to suit the compact hardware solution we could simply shrink the circuitry into
macrocellchips and we could perhaps preserve our software investment intact. A further
benefit is that test routines would not have to be reworked.

3. STEPS NEEDED TO ACHIEVE COST EFFECTIVE SEMI-CUSTOM DESIGN

3.1. Workstations

A whole new business has recently mushroomed into existence in the supply of engineering
workstations. These enable engineers to design semicustom circuits without continuous
access to a mainframe computer and hence provide a cost-effecive design tool.

6 Much of the design work can be independent of the design rules of a particular silicon
process. When the design reaches the point at which the designer needs to incorporate
the particular rules of a chosen or candidate process the workstation permits him to do
so, the dominant parameters having been suppplied by the process manufacturer to the
designer of the workstation. By an extension of such a facility it is likely that the
workstation could access the silicon house's standard cell library and progressively
allow design to take place at a higher level, still allowing the workstation user the
facility to design his own cells from the basAc design rules and integrate his design at
a mixture of levels.

3.2. Test Methods

A further natural extension to the workstation principle to the inclusion of access to
cell libraries could be to add a library facility of test strnteqies. Besides makinq
available historic data on proved test appraches to cells it cotld prove feasible to
adapt a cell of proved testability to solve a particular logic problem rather than adopt
a loqii solutionand subsequently attempt to wrap a test strategy around a less amenable,
logic arr..y.

3.3. Simulators

Inherent in rproving a design before committing it to prototype mintfacture is the use of
a logic simtlator. In a host machine each step in the propagation of inputs throuqh th.,
logic soltition is simulated in software, albeit at a minut,, rate compared to the
reaction time of the system to be realined. Such simulators art powerful analytic tool-,
in showtnq uip weaknesses in the design. However the slow sp,,,d operation can be at

embarrassment, and when It comes to simulating a complex system with software embelie

J~ftgxa F'?'.',iNUJAUU IV UJ.Jilituih III f..
.. . L ' '" "_,'' t -- '. -' ,' ". " " " " ." ." ".'" '. ' ". , . . . - " . " , "' ""'- .... . . .-. " , '" . . ' " " ' ,". *



the slow processing holds up the design process. Two steps in alleviating this problem
are the use of powerful parallel processors in the host machine and/or the use of real
time hardware as part of the simulator.
3.4. Floor Plan Design

The top level layout of major cells in a VLSI circuit is coventionally termed floor plan
design. This step is crucial to economic design and is a highly heuristic process in
which a limited number of individuals excel. If we are to open up systems design in
silicon to a greater number of individuals this is an area worthy of attention along
with partitioning a system into a workable set of chips. It is an area of design
activity which is believed amenable to a Knowledge Based System approach where a number
of straightforward rules of play need to be combined with a strategic feel. It is
likely to be amenable to the synthesis of rules by example in the way that the rules of
chess end games have been developed from interaction of knowledge engineers with chess
masters and the encoding of examples into generic rules by an Expert Systems.

3.5. Speeding up the Design Process

The impression that tends to be given of the design process in silicon is of a steady
top down process, mapping each level of design and verification exactly on to the next
process by employing a set of layered design tools in sequence. This before the
introduction of workstations is probably the ideal to which designers aspired, as the
entry of design data from one layer to the next tended to be a manual process, error-
prone, and one no designer wanted to carry out more than once. However, this is not the
way in which practical designers proceed in other fields. Given a highly integrated set

of tools with minimum human intervention in passing from one layer to the next, and a
comprehensive set of library information accessible at all layers the designer will
revert to his normal mode of iterating rapidly up and down the process, trading off
floor plan estimates with testability criteria and shaping his design towards an optimum
in a way that a strict top down mapping process is unlikely to permit.

There are other reasons which drive the design process towards an iteractive
evolutionary strategy. The systems designer wishes to keep his options open as long as
possible not only on which silicon process to select but which vendor to placce an order
with. He wishes to go through the design process to the point at which he can trade off
more than one silicon technology and to have first cut design data to offer a
prospective vendor to obtain a quotation. The prospective vendors may wish to suggest
changes and he will have to rework his framework to assess their impact. All these
desirable attributes are feasible if the design suite is integrated and has access to
the appropriate cell, design rule, testability and layout library functions.

3.6. Recipes for Successful Implementaion

Such a plan as described depends on the quality of the tools, libraries and design
rules. It is axiomatic that the quality of software depends largely or; the size of the
user base, the willingness of users to report defects and of generators to eliminate
them. Broadening the user base as described should have the requisite effect of
detecting and reporting errors. An efficient software update service, possibly over
data links, should prove a more effective control than amending catalogues. A more
effective control by the silicon vendor in correcting process defects and amendina
design rules will be needed to maintain a qualified process tolerant to a wide range of
designers.

-' *..Experience however indicates that the greatest single hindrance to right- first-time
design lies in errors, inconsistencies and misunderstandings at the initial
specification stage. This is also the area in which VLSI design aids are probably the
least advanced. However recent trends in logic programming languages and other
declarative languages suggests that the AI community may again have some solutions to
offer.

3.7. A Final Suggestion

If this general approach becomes feasible in the years to come it would also becomv,
feasible to standardise test interfaces, introsystem bus standards etc to the point that
in a similar way to the adoption of NIT. STD 1553B for data exchange between systems And
the availability of standard terminAl chips, we might very well find in the Cell
libraries cells which are qualified to MIL Standards and available in more than nne
technology.
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REUSABLE SOFTWARE - A CONCEPT FOR COST REDUCTION

Christine M. Anderson
Marlow Henne* _

Air Force Armament Laboratory, AFATL/DLCM
Eglin A. irce Base, Florida 32542

U.S .A.

Summary

The cost of military computer systems is increasing rapidly. It is alarming to consider
that not only the total cost of military computer systems is increasing, but the per-
centage of the total cost attributed to software is also increasing. Several underlying
causes for this increase are discussed. While the new United States (US) Department of
Defense (DoD) standard high order language, Ada, will significantly help to reduce the
software cost growth, other solutions must also be sought. Reusable software component
technology and associated parts composition systems are presented as possible solutions.
Recommendations for future research are provided.

1. Software Cost Growth

Much growth in the power and sophistication of US defense systems is due to the exten-
sive application of computers. Almost every defense system fielded today contains com-
puters whose software performs mission-critical functions (1]. Most of these are
embedded computers. An embedded computer can be thought of simply as an integral com-
ponent of a larger system. Defense systems or subsystems using embedded computers
include sensors, electronic warfare systems, weapon system control, communications, com-
mand and control, navigation, and target acquisition.

The cumulative inventory of DoD embedded computers is projected to grow from 10,UOO in
1980 to nearly 260,000 by the end of the decade. While hardware quantity is increasing
rapidly, the percentage of the total dollar attributed to software will increase from b5
percent of the total in 1980 to 85 percent of the total by 1990. This translates to a
staggering projection of $32 billion (absolute dollars) for annual DoD embedded software
expenditures in 1990 compared to $5.9 billion for DoD embedded computer hardware [2].

There are several underlying causes for the increase in software cost over the past
decade and the projections cited above. A prime reason is the large variety of
programming languages that has evolved. By 1974, there were over 400 languages,
dialects and subsets of which few supported modern methodologies for structured program
development, making maintenance (accounting for 65% of the software life cycle cost J31)
a nightmare [4]. _e

Another contributing factor to the increased expenditure in Dol) embedded computer soft-
ware is inherent in software itself--its flexibility. DoD has been increasingly
exploiting software's flexibility in developing modern weapon systems. As reported by
the USAF Scientific Advisory Board, software "can embody and implement abstract opera-
tional concepts; it has no manufacturing cycle or cost; it can be modified quicker and
cheaper; it does not wear out; and it can incorporate new features and functions in a

,

evolutionary fashion without major investment in new systems and hardware" [S..

The Air Force F-111 program illustrates this point. The table below compares sLmliar
capabilities (additional offset aim pointer and updated weapon ballistics) implemented
through hardware on the F-1I A/E and in software on the F-ill jF. Given an existing
software support facility, the savings due to making the change; via sottware rather
than hardware have ratios of about 5U:1 in cost and 3:1 in time [b].

t /Time

Modification Via Hardware Via Software Rlt ios

#I $5.28M/42 mo $0.IOM/16 mo b2.l:1/2.6:"
02 $1.05M/36 mo $0.02M/lo mo 2.5:l/J.l 1
#3 $8.OOM/78 mo 4U.02M/l5 mo dill.1/5.21

, . Another cost contributor is the fact that software development is lt-r-intensive.
Typically each line of a computer program is written by hand. lJnfortiuiately, while the
demand for software is increasing, the number of qualified personnel is not increasing
as rapidly. The Air Force Scientific Advisory Board reported thit th,,t; is a 4% annuml
increase in qualified software personnel, a 4% annual increase ii ;,ftware productivitv
(based on current methods) and a widening gap based on a 12% ii,,wl increased demand f,'-
new computer software (5].

In more absolute terms, the shortfall between supply and demand, cur,,-,, ty measures
50,O00-lO,OO programmers, and may rise to 1.2 million by 199l it t, dial meastures i,,'
not taken Mll.

*Mr fietno I nnow t. Ila rri a Corporal Itit, (;'I;l) Softwar' ()i-' ,,l l ens, til , t. in' F t ww I.a t ,,I".
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Another cost contributor is the problem of building reliable software. Instances of
software reliability problems include false alerts for the North American Defense
(NORAD) system, space shuttle's on-pad launch delay, and test missiles (and even
airplanes) hitting mountains they were programmed to fly over [5]. The criticality of
the reliability problem is made clear by C.A.R. Hoare's warning: "The next rocket to go
astray as a result of a programming language error may not be an exploratory space
rocket on a harmless trip to Venus. It may be a nuclear warhead exploding over one of
our own cities" (8]. Developing reliable mission critical software where errors can
translate into life or death situations is a time consuming and costly process.

To briefly summarize, the reason for the tremendous cost growth in defense embedded com-
puter software is multifaceted. Contributing factors include: the large number of
existing computer languages currently being used; the increased exploitation of
software's flexibility resulting in its increased utilization; the labor-intensive
nature of software resulting in a shortage of qualified software engineers; and the - - -
complexity associated with meeting the reliability requirements of mission critical
software. Solutions to all but the second factor can be, and currently are being
sought. The second factor is really a reflection of our "age of information" rather
than a problem.

One of DoD's more notable technological and managerial solutions is the development and
standardization of one high order language for mission-critical computer systems--Ada.
While Ada has a tremendous potential to reduce costs in all phases of the software life
cycle, Ada alone is not a panacea for DoD's software problems. We cannot nope to meet
the software needs of the 1990s and beyond if we continue to develop Ada software on a
line-by-line basis. One approach is to develop the concept of software reusability
using Ada as the cornerstone.

2. Software Componentry

The reuse of software components has the potential of reducing the shortfall of required
software engineers, while increasing software reliability.

There is a great deal of interest in software component technology. The following
discussion represents a collage of thinking on the subject that has been generated over
the past several years.

"Having reusable software available can significantly reduce system development time.
The more software that can be obtained off-the-shelf, the less new software that must be
created. The risks involved are thus reduced, since off-the-shelf software should
already have been well tested and debugged. Reduced time and risk enhance the probabil- .
ity that a project will be completed on time and within budget...Such benefits consti-
tute a major resource savings, ultimately reducing the required DoD software
investment." - Commander J. Cooper. "Increased Software Transferability Dependent on
Standardization Efforts," Defense Management Journal, October 1975.

"Software reuse saves development time and money, and field proven software is more
reliable." - Strategy for a DoD Software Initiative, I October 198Z.

"The Introduction of reusable software components can significantly relieve the resource
demands thus assuring continued responsiveness to new threats through the introduction
of new or enhanced weapon systems". - Report of the DoD Joint. Service Task Force on
Software Problems, 30 July 1982.

Recommend the Air Force "Initiate a set of formal laboratory programs to define and
exploit opportunities for software standardization through reusable sotiware packages
in selected application areas." - Dr Edwin 8. Stear, former Chief Scientist of the Air
Force in a Briefing to General Marsh, AFSC Commander, 14 March 19bi.

"Achieving reusability in mission software represents a good opportunity for dramatic
productivity gains since using existing software in lieu of new ,,ttware not only saves
money but also saves documentation costs and test costs. And sinc. the software has
already been verified, it increases the quality of the new systm." - The Army Science-
Board 1983 Summer Study on Acquiring Army Software.

2.1 A Hardware Analogy

There is nothing unique about component technology: it has ,.i!;ted totr year.t in the
digital electronics world. The uniqueness emerges when we apply this technology to s, I-
ware. To a great extent, it can be said that today's sottw.tr, (,,- ir , process has not
progressed much beyond the early digital design methodology in th, 'figital hardware
industry.

In the late 1950's and early 19b's low level components, ;uh as vie um tubes, trav-
sistors, resistors, and capacitors, existed for the design euginc' to use for his cii-
cult design. A strong anology can be drawn between these and th ., :srmly language
statements used by the software engineers of today. Each tiie a jart icilar kind of (ir-
cult, such as a gate or flip-flop was needed, the engineer h,,,l t ,, :t the type ,t
circuit and the components' valu,., which would be used. ihvu 1, ,..,ntities ot . i-
ticular k ind ot c Lrcul t were needed oin a proj ect the engKir .e 1 ust. his ,t's I -'
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for that project. The design of each circuit for large projects was such a chore,
individual engineers kept earlier designs and tried to borrow from them on new projects
whenever possible. This also led to published design compendia of circuits much as ray
be found today in collected algorithms and published math or utility routines.

Enterprising companies realized that significant markets existed for certain low level
digital building blocks and began to develop circuit cards which contained individual
gates, flip-flops, etc. These circuit cards (modules) made a significant contribution -
to the design of systems. By using these ready made modules, the designer was freed to
do more productive system design. While these modules were helpful, a significant
problem still existed when trying to use modules from different suppliers. Each
supplier chose his own voltage levels for logic "one" and "zero", and other interface
details were often different.

This level of modularity is close to that which we are approaching today in software.
We have standard math and utility routines which exist in libraries but little else is
available for general reuse.

Once the advantages of reusing hardware designs became evident, the next step was to
improve the production technology for hardware modules. As integrated circuits (ICs)
became possible, computer and general digital components repr ,ented the vast majority
of units built. This, of course, was due to the modular nature of digital designs with
their many common components and to the design methodology which had already begun sup-
porting reusable module designs. ICs enabled entire flip-flops and other circuits, which
had previously taken an entire circuit card, to be fabricated on a single IC. As pro-
duction technology improved, more circuits were placed on individual ICs to form inter- -
mediate modules such as counters, adders, etc. Today, we find Very Large Scale
Integrated (VLSI) circuits which represent large portions of the overall system. Since
these circuits are so large in scope, most systems may not use more than one of a given
circuit. Even though we may only need one circuit of a given kind, production tech-
niques and reusability have reduced the cost of these complicated circuits to a level
where they are competitive to use for a variety of applications. A good example of this
is the microcomputer. Today we find full-scale digital computers, on a single IC, per-
forming timing tasks for small appliances which previously used analog circuits or S
mechanical timers.

If the current trend continues toward software module production ,.nd reuse, we should
see the size and use of common software modules expand rapidly, paralleling the develop-
ment of hardware modules.

Thus, an analogy can be made between the inventory of software components and the inven-
tory of prefabricated circuits available from semiconductor manufacturers. The software
developer resembles the computer designer, who determines the gross system structure
and the interconnections between circuits but relies on the prefabricated components for
low-level operations. Over the past few years, larger components have been developed.
A similar technology is needed in the software world [9.

2.2 Software Componentry Methodology

Past critics have maintained that the s,*tware reusability concept has not flourished
because individual concrete programs are oo specialized to be reused. However, with
the advent of Ada, we now have the means to more easily construct software components at
a more abstract level. Ada's package feature will permit the creation of software
packages analogous to sealed hardware components that consist of an external interface
or specification and an internal body which the user cannot alter. Ada's generic
feature extends the package concept to include a parameterization facility for tailoring
packages to particular needs.

Additionally, Ada's strong typing imposes constraints on module interconnections and
allows consistency between formal parameters of module definitions and actual parameters S
of module invocations to be enforced at compile time [10. These features provided hy
Ada for reusable software components are richer than those of its predecessors.

Studies iinvestipating methodologies for applying Ada to develop reusable software com-
ponents are only now being initiated. Thus the technique involved in developing generic
packages is not well defined and almost no implementation experience exists. A recent
Air Force study identified criteria which impact the reusability of software. Chief
among these are application independenw,, modularity, simplicity .rod code self-
descriptiveness [11J.

Application independence can best be achieved via generalized data structures such as
parametri'-ally described arrays; minimal ise of machine dependent contructs such as .N
machine language code, microcode and specific 1/0 features; and implementation of well
chosen common functions.

The components should be encapsil ted in such a way that their external usage is com-
pletely defined by an interface specification, which is physically distinguishable from 5
the impleoi,'ntation portion. This interface should be as firm and wel I defined as that
for the haridware interconnect ion to an integrated circuit. Further. components should
be orthogonal. I l Is mears that, wileis. contraindicated by their tnt, ttace descriptions,
they may ho ..sed in each other's preastoe tlZ .
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Simplicity in both design and implementation, will facilitate program understanding and
modification. The quantitative counts (number of operators, operands, nested control
structures, nested data structures, executable statements, statement labels, decision
points, parameters, etc.) will determire to a great extent how simple or complex the
source code is.

Component source code should be as self-descriptive as possible. One approach to
achieving this goal is to embed compilable program design language (iPLL) in the source e
code, thus insuring up-to-date cross-correlation between design, code and documentation.
By using valid Ada procedure names and declarations in addition to commentary in the PDL
design, rigorous checking of the PDL can be performed.

In order to encourage use of software components once they are implemented, a systematic
approach to accessing and combining particular instances of components must be pursued.
This approach focuses on parts composition system technology.

3. Parts Composition Technology

A parts composition system supports the building, testing, and optimizing of programs
using reusable components. This system must include, at a minimum, cataloging and
retrieval facilities, a language to compose parts, a warehouse of parts, and an editing
and testing facility. The Japanese have reportedly achieved up to an 85% reuse rate in
their software factories by using these currently available information retrieval tech-
niques [131. Toshiba's Fuchu Works Software Factory, specializing in real time applica-
tions, averages 2870 instructions per programmer per month t141, compared to a U.S.
software productivity rate of 75 to 28 lines per programmer per month J151. Toshiba's
productivity is due in large part to software reuse. A mature parts composition system
will include thousands of software parts available in a common environment. in theory,
a software engineer can attempt to combine any two available parts so the system must
provide robust mechanisms to insure reliable and meaningful pirts composition 1Ib].

Parts composition systems may range from manual and semiautomated software parts cata-
logs to more advanced automated systems, systems that may even include artificial
intelligence (AI) (i.e., expert systems). S

An expert system is a man-machine system with specialized problem solving expertise.
The first generation of AI focused on defining a general mechanism of intelligence for
expert systems. The current perspective holds that the true power of the expert systerr-
comes from the knowledge it possesses, not from the particular formalisms and inference
schemes it employs 1171. Thus, it is essential to capture the knowledge of the applica-
tion domain to be modeled.

While various domains of knowledge are being studied and common functions extracted for
later component implementation, parallel investigations of methods to organize, index,
describe, and reference software components must also be pursued. Further in conjunc-
tion with all of these activities, studies aimed at producing more advanced user
friendly systems that change data and algorithmic representations into code, that is,
software generator systems must continue.

The following example describes one scenario of a user interacting with a knowledge-
based parts composition system. Assume the user is interested in Iocdaing a guidance
algorithm for a particular armament electronics (armonics) application. He asks the
system for retrieval of all generic classes of guidance software that meet his require-
ments. The system may actually solicit (via leading questions) the requirements from
him. After reviewing these generic classes, he asks the system to retrieve more
detailed descriptions of certain components. Following the examination of these, a more
detailed review of the specifications associated with a select few components is per-
formed. Finally, the actual component code is examined. This retrieval mechanism can
be made increasingly intelligent by providing facilities for querying the user for addi-
tional information if no component is found, by searching for relat-d components or by
custom tailoring components to match the user's request.

This example is still at a fairly low level of automation. A inor advanced parts com-
position system would allow the user to describe (in a user ,riented high level speciti-
cation language) an entire subsystem's requirements (e.g., autopilot for a particular
type of weapon). The system would query the user concerning critical aspects of the sub-
system and then proceed to retrieve, customize and compose the necessary software.

There are several parts composition systems commercially avaiLable that otfer varying
degrees of aid to the user. Thus far, none have been applied to the development of
weapon system software. An evaluation of these systems should I p.,rformed.

4. A Related Effort

The US Air Force Armament Laboratory has just in it iated a tgachat addresses qot t-
ware component technology and supporting parts composition ,tvr e'1w.e The program, Cow:,
Ada Missile Packages (CAMP), teatures Iwo related study ettorta: a commonality study
and a parts eompos ition study. The objective of the commotal itv a td Is to invest ig.
the leansihil )it y ol developing reusable Ada components or Irmloik:: !;ystems. The -.
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approach is to examine existing missile software and/or associated documentation in
order to identify candidate common functions for component implemuntation. The second
study, to be performed concurrently, features an investigation ot current parts com-
position system technology and recommendations regarding the must practical approaches
for achieving both near-term and long-range benefits. Based on the results of the
studies, a follow-on implementation phase will commence aimed at developing a parts com-
position system and associated reusable software armonics components.
5. Conclusion

In closing, it should be stressed that software componentry will not evolve quickly or
cheaply. Both mental and organizational road blocks must be overcoie. However, the
technology holds such a tremendous potential for slowing the cost growth in DoD mission-
critical software, further research is imperative. This research should be aimea at
joining parts composition technologists, who are often from cadeiria, with DoD) mission-
critical specialists in order to achieve a fruitful blending of composition techniques

and DoD knowledge domains.
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ADDAM is a database management system that maintains a real-time database which is
partitioned and replicated amongst a number of computers connected in a local area
network. With a centralised or quasi-distributed database, damage to particular
components causes effective loss of the whole system due to loss of data. ADDAM can
tolerate substantial damage to the network with little degradation of performance
or loss of data. In this paper we describe some of the protocols used by ADDAM to
maintain data consistency. Our work shows that it is possible to provide a very high
degree of data reliability within a resilient real-time distributed database. However, .'-

the cost is quite large, both in terms of the amount of computer resources consumed by
the database software and the number of inter-node messages generated on the network.

1. INTRODUCTION TO ADDAM (The A.R.E. Distributed DAtabase Management System'

1.1 INTRODUCTION

ADDAM is a distributed database manager that maintains a real-time database which is
*-iL " .partitioned and replicated over a local area network. ADDAM is port of a larger programme

• . . of work funded by the United Kingdom Ministry of Defence and carried out jointly by
Software Sciences Limited and the Admiralty Research Establishment (Portsdown). The
network on which ADDAM runs is the ASWE Serial Highway [11: this network has a very low
error rate and supports a true broadcast facility.

ADDAM is characterised by the following features:

a) data types partitioned into units of replication ('paqes');

b) replications of data partitions automatically generated for survlvabillt> arld

local access;

c) sylchronised updates for multiple data copies;

d) concurrent update protection without record lockinq

.. e) consistency maintenance between multiple data copies under conditions of
network damage;

f) supports relational database model;

g) user interface supports access to relational data model without reference t o
data location;

h) choice of update protocols - reliability or performancp:

i) load balancing.

The background to ADDAM, tolether with a tdiscript ion of tthe iitwni k on which it run!;,
Is ylven [2].

- -1.2 PARTITIONING AND REPLICATION

The i , tiil',i , I!, di ,h'id into U iiiimI,' r It plarit ntionri (pai,.s ) I illir, t I it set f lia, " "-
;i I I (I(aIt til f (Ir tin ,t .t iiraige oi at; I I r rfn orf a da t a I ype, . WthI, r I, nile I e than rI(o plagIfe

Is a I l .at -d, t he sc hema i dent if i v!; ii 1)i it i ni ng at t r ihiit e or thi tata tb pe, tnolfther
with the I ;illqn o it tritiite valuets ful" cacth page i n tile avt. Fr iit llnlio a nllt t11v

repi l i , I II l I Ilt elly, I I t wio milI lI I iju il I enIenil ai fur t tiv o tf l t nh ll i .. 1 .. 11 1

w I I , I' oi 'l, I I !;hud U i II( n l I II I nll pv t i' l i
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One of the key requirements of the replicated database is the need for synchronization
between the pages holding the replicated data. This is achieved in ADDAM by using a
master/slave arrangement. At any moment, one of the replications of each page acts as a
master copy and the remainder act as slaves [Figure 2]. The master copy of the page is
called the owner; the slave copies are referred to as subscriber copies.

An owner is not a privileged node on the network; ownership of a particular page may
change from time to time as the processing load on the database varies. ADDAM attempts to
transfer ownership to the node making most use of the page; the mechanism for deciding
which node should own the page is called an election. In general, a node will be the
owner of some pages and a subscriber to others and it will normally only have copies
of a subset of the pages.

Two other techniques are used by ADOAM to optimise page distribution around the network,

a) On each node ADDAM attempts to localise pages required for sequential access.
I

b) ADDAM also ensures that sufficient copies of each page are maintained for
survivability.

1.3 CONTROL PROTOCOLS

The database is maintained internally by a number of protocols known collectively as the
control protocols. Their purpose is to maintain synchronisation and consistency among the
multiple copies of the database, to ensure that the number of replications required for each
page actually exist and to ensure that each page number has one, and only one, owner. P
Update Protocols - Performance and Reliability

ADDAM's interfaces queue update requests to maintain single threaded user access on each
node. The unit of update, the segment, is chosen to allow a record consisting of multiple
segments to have updates applied to different segments concurrently.

The reliability protocol provides a reliable mechanism for the propagation of database ' -
changes to all copies of the relevant pages. It is used to support a number of application P
facilities including create and delete record and the reliability option of update. The
reliability protocol has a handshake between originator and owner and between owner and
subscriber. The reliability protocol also channels all database changes through the owner
in order to achieve concurrent update detection and prevention.

ADDAM avoids 'double update' problems by rejecting reliability updates that do not have " -
the latest version number in the segment header. This forces the application program to
read before writing and to retry the whole transaction if a failure indication is returned
by ADDAM.

The performance protocol is suitable for data updates that are both independent of the
previous value of the data, and are applied at frequent intervals. This protocol dispenses
with the handshakes used by the reliability protocol and with the channelling of updates
through the owner at a cost of slightly lower reliability. The benefits are significantly
reduced highway traffic, shorter protocol path lengths, and no waiting for acknowledgements.

The loss of a node may result in the loss of the owner or subscriber copy of one or more
pages of data. A loss of ownership obstructs the passaq' of the reliability protocol which
routes updates to data through the owner and thereafter to the tibs'ribers. There are
regular checks made by AODAM that combine subscriber notification to the owner with
monitoring of the number of owners that exist for each page. If the number of owners of a
page is zero, an election is held between all subscribers, to elect a new owner. Bids are
made on behalf of each subscriber which are evaluated in ch copy of the election
program. In theory all subscribers will come to the same cotrclu-;ion about which copy of
the page will become owner.

In practice there is always a possibility that the electrer vialaition program in one or
more nodes does riot receive all the bids and chooses owiier,; dil( i,,atly. This can lend t.
a page having two owners. However, dual ownership can heT rennqi !4rid by ADDAM which tor r-t
another ownership election, disowning all current owner;.

If a subscriber copy is lost, bringing the number of conpi'; if a p;ile below a schemir-
declared minimum, a new subscriber is !;elected from the r ri:intnti r nrinies• the owner
trroadcasts a "'oerced subscriher reqtrinte" message. h i e," it; rpeei ved h3 all Il-d,
that dn not hold a ropy of the relevant page. Any nod 1hit i ,h I,- to take a copy iet t I
page sends a " sihscr iher enrolment of fer" mes3ge to the iw, . I h,, owner arcepts hf-w- i.
many offers it requir , arid reject s the remainder. 1hT .t ,h "e .; Wh', , offers are ac-r-o I '.
are reg ei tPred in the s bacriter I i tt, ritel earh inr ser n (, tm to hv p:ilie. ht e i ,, I,-.
then behave Ilike nnrmal subscribers and commer -re part i, ip. f i ] it, I tie -;ohnci etrer art
monitoring protoicol.

If a nitnde itin ld i I during (i pi 'nt r run rn t a tranirrnr o iten r.in ln I I, h1 1 (i t er u r , ee l t
database may te left in nn ine-onnnairtenet slate. Ie re ,,e,' Ic+,f i';j nt o t , 1 t' iI I,;Idl i I

i) ,ritacit ion recovery - r,,er wii v ,, ,n '; , .. i i".

h) retiilinIut n if rut inuitr lun ios inieor nt l e c .u"
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The problems associated with (b) are resolved using the consistency checking protocol.

The consistency checking protocol runs continually as a background task on all nodes. It
checks the structure of the database to ensure that it remains consistent. For example,
for each index entry that it finds it will check that the relevant data record actually
exists. Wherever an inconsistency is detected, it is corrected. In the above example,
the index entry would be deleted if the data record could not be found. -

1.4 USER INTERFACE

To the user the whole of the database appears to be resident on his own machine, thus the
user is unaware of the distributed nature of the database.

The user interface comprises four access procedures:

a) The Reliability Interface

b) The Performance Interface

c) Define Logical View

d) Read Logical Record

The Reliability Interface

This interface provides the following features:

a) Create a data record

This ADDAM call stores the data record in the appropriate free record slot in the
appropriate page, and creates any necessary index entries.

b. Update a data record
I

Note that update is at the unit of the segment. The update of a whole record is
achieved as a series of separate updates to te segments in the record. Also a
segment must be read, the images updated, then the update command issued, for the
update to succeed.

c) Delete a data record

Any index entries are deleted, along with the data record, when this function is
executed so that consistency is maintained.

The Performance Interface

d) Update a data record

This interface is used by application programs to cause a segment to be updated as
rapidly, and with as little use of system resources as possible. There is no
requirement to read the segment before updating it. There is no reply by ADDAM and
thus no indication to the user of success or failure.

Define Logical View

This interface allows a user to define a subseL view of the database. A user can specify
. a sequence in which a group of records should be retrieved and can attempt to make the

retrieval or update as fast as possible by requesting local residency of data. The
following commands are available:

e) Define a logical view before reads

Passing qualifiers to the record name of interest gives two benefits. First of ill,
on subsequent reads by the application, only those records that meet the previously
defined 'view' are returned to the application. Secondly, the local ADDAM will try
to become a voluntary subscriber to the page of interest when the logical view is
defined, so that read operations are faster. This can speed up the processing of
both the get-next-record type of operation, and reliability updates which must hbe

preceded by reads.

S. . . f) Define a logical view before updates

This feature allows the application to request local copies of indexes to data-
records which are to be updated later.

Read Logical Record

The read funrtion supports the reading of a sinqle seqment, t p to 30 hytes, or a complete,
record rurrently up to 450 bytes in sie.

-. .. A~Mdd.4-L~~NRAO" IX vil I HI 1I(411Illp
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g) Read data records sequentially

Used in conjunction with the definition of a logical view, this function support!;
the "get-next" operation. Unwanted records are filtered out by ADDAM, according tu
the 'view' selected.

h) Read a data record by key value

ADDAM supports a selective read, with the user specifyinil the record name and
several qualifiers whose values allow ADDAM to retrieve onl that record which fits
the criteria.

2. MAINTENANCE OF CONSISTENT DATA

2.1 THE RELIABILITY PROTOCOL

Early versions of ADDAM had a reliability protocol which, though ideal for the simplest
of transactions, was always seen as inadequate for updates on complex data structures. Ih,
protocol avoids the requirement to lock records by forcing a user to read each segment
before updating it; when two users wish to update the same segment, the first to present
the update request succeeds and the other must read the segment again before updatinq.
This protocol has now been redesigned to allow the user to define long transactions, that
is multiple database operations that form a single commit unit. Although ADAM does not
support consistent read sets(i.e. reading a set of records as if from a consistent database
frozen in time), the new protocol ensures that the duration of temporary inconsistency in
the database is minimal and allows a transaction to be rolled back quickly if an error is
detected.

For most reliability transactions, ADDAM recognises three phases: the distribution phase,
the commit phase and the completion phase [Figure 3]. Where two transactions are runnmnq
in parallel trying to update the same segment, the first transaction to reach the commit
phase succeeds and forces the other to be aborted. these phases may most easily be
explained by reference to an example: in the example chosen a user wishes to update a
segment in each of two data records as a single commit unit.

Distribution Phase

Firstly the user calls ADDAM to define the start of the transaction - this causes ADDAM ti
abandon and roll back any transaction initiated by the user but not completed. ADDAM
allocates a unique ID which it attaches to all messages fulfillinq the transaction. The
user calls ADDAM a second time presenting the update to the first record segment.

At the originating node, ADDAM determines from the schema whether the update to a data
segment could have implications for other records (e.g. index records): it is possible
that the segment may contain a secondary key, or may contain the partit ioning field whose
value determines on which page the data record is stored. In either case, ADDAM reads the
live segment and compares the relevant fields in the live segment and the proposed
update. Having determined which records (and which pages) are affected by the update,
ADDAM decomposes the update into a series of fragments, each of which is an update
request For one database segment. Each fragment is broadcast in turn to the node which
owns the page in question.

On the owner page, a preliminary check is made to determine whether the fragment may
proceed. If this check is successful, the owner node store, datai,! of the fragment and
broadcasts in turn to all nodes which subscribe to the pagp. Subscribers reply to the
owner which in turn replies to the originator; if insufficient subscriber replies are
received by the owner then this is reported to the oriqinator which immediately aban,
the transaction, broadcasting a "roll back" message to all nodes and replying to the uaei.
On both owner and subscriber nodes, the fragment is stored in a temporary buffer until the
transaction is either completed nr rolled back. ADOAM reptie!; tn the tiser when all
fragments have been distributed, and the distribution phase I; repeapted this time for the
update to the second segment.

Commit Phase

When the user has presented all parts of his transaction for di ntrihtution, he calls A)D-.
to cnmmit the transaction to the database. In the commit phosc. the nriginator sends ;.
ginrIle br,,adrift message to all nodes. for each fraqmc'nt ,th, ,w ner node verifies thnt
the request id ei-anoe may he made succeas tl ly, ardl t t tn:; !,t ;), ' I, arf'heis I t list tit
tran isaI't nrci!; in tIe l t r ihutirn phase t i rot I h a u k ;I, whi h Iw I I 1 . a I Ispd to t1at I > t1
fraqme'nt heiru ,('ommi tt ed. Orce t he owner has commit ted th' fr iqint , It broadcast:, ti .
sultiscriters uni;lt-oint!; their replic i. Tie ownel r1" 1 ,; Is he or llitit r. the ,rlili 0
ftirki b;ark rlil I'':; fIv r nlit- e a i e pa ga ins iag oft a

1
,; ; 1ii0 of it, t, Iran-lsa t i -h it

owlner:s fal It Irply within a I Imeout perid (e. . if ;1 1 - ,, r it ;Ia iiui is tui -Il
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Completion Phase

In this phase the owner again broadcasts a singl- message to all nodes. for Pach fr,'- '.
each owner node makes live the updated segment, copying data frots Its temporar, burfF-.,
to the data page. Each owner node instructs its subscribers t i fo l low suit. At this
stage the transaction is irrevocable but each partic ipating node rrplies to the origil':,,I;
the originator waits long enough tn receive one reply bi f ore itsoelf replying 'sucressful I
to the user. If the originator does not receive a rf'p

I 
. to it.; "romplete" messaqe, it

retransmits the message. If still no reply is receic I then ti otO cme of the
transaction is uncertain and the originator institot. conns te!c) restorat in see
Section 2.2).

If after some timeout period a node finds that a tr, ;action is committed but #ot-
completed then it broadcasts an enquiry to other n ,t ', "What happened to transa(ti on YN 7'"
Any node which has received either a "complete" me.sa' or a "roll hack" message for the
transaction replies to the uncertain node which then f ilows suit; if no repI, is receis -l
then the uncertain node itself broadcasts a message tti olI back the transaction and it
rolls it beck itself.

This protocol is expensive in terms of inter-node messages and processing within ADDAM:
this expense is essential where the transaction affects more than one record but is

"-" "'- .7 -r K unnecessary in the majority of cases where an update to a single segment is required. cr
reliability updates to a segment which does not contain a secondary key or a partition i q
field, and which therefore can be confined to a single update fragment, ADDAM allows a
user to commence, distribute and commit the transaction in a single call. Within ADDAM
the distribute and commit phases are compressed. The originatoi broadcasts a "complete'"
message on receipt of a successful reply from the owner, just as in the three phase
protocol.

The ADDAM reliability protocol gives an almost perfect guarantee that a transaction i
consistently committed to the database or that the failure is reported to the user. IIt
only circumstance in which the database can become inconsistent is wvhen damage occurs to
the network which breaks all highways or destroys nodes such that all copies of a page
are lost: even in this remote circumqtance ADDAM is capable of detecting the
inconsistency slaid restoring the database to a self-consistent state, though this ma.
result in some loss of data. The way in which this is achieved is described below.

2.2 RESTORATION OF CONSISTENCY

There are a number of situations in which it is reasonable to examine whether the database,-
has become inconsistent. These situations are:

e

a) When ADDAM attempts to read a data record using an index and finds that the
index page does not exist;

b) When ADDAM reads an index record and finds that the record pointed to by the _
index contains the wrong key value;

c) When ADDAM creates a data record on an existing page but finds that no page
exists for an index record to be created;

d) When highway recombination occurs (see Section 3).

In each of these cases, ADDAM determines from the sctema which page n..bers need to he
checked, and institutes for each suspect page a consistency rest oration procedure. hII';
involves:

for a data page - check that all indexes to each record exist;
if any index is mis;%ing, create it;

for a prime index page - check that the data recori ,xi';ts correspondinq
to each index; it an inidex is fiund to be wrong,
delete it.

2. 3 MANDATORY RELAIIIINSI. " -

If two data types A and B share a common attribute end arv !ii i-o'el, related that a
record of type It is incomplete without a matching record (of I ipe A, thenii there is said
to be a mandatory relationship between A and B. We can ti-t iinlqos twn sorts of
mandatory relationship: a 'loose' relationship iit whicrh ain inttatIhed type H record
retains some significance in the absence of an associated type A ircord- and a 'tiqht'
relat ionhip iin which an unattached type B rec'rd i i ionifienisiill tunit l Iiuicates orrupl li i
or loss of part iif the database. Appendix A gives; nme 'sample; of mandatory
relai ionahips.

ADDAM allowis tht database designer to identify pnirrtil ii i lal t io;hi i ', an mandtir),

provided that fir tiny type B record there can ,.1i; only ,o11 mhot lg rylpn A re(ird.
Where a mandaloiiy relationship has been defileul, ADI)AM pi,',l'. a ts ' 1 r I iic rd from
being cre tFed uInless the correniponding type A ririord I'nr, h .t i,iii i, :.,It mat ii Is 11 % I -.

all rresipondln l f ype If reciords whenever a f pi' A n v i it ' I let.d, .,r Is iund I I I".
missing (fii In1 iiulirisfn(cy checking.
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3. SELF-REGENERATION AND NETW~ORK REPAIR

3.1 INTROIDUCTION

As already described, ADDAM monitors the number of copies of each page and maintains
enough copies to ensure survivability of data. Nodes holding subscriber copies of a pagr
regularly report to the nude which is owner of the page, and the acknowledgemeots sent
by the owner are received by all subscribers so that each is aware of- the existence of
the others. If, through hardware failure, an owner node fails to respond to a :,ubscriber.
ADDAM chooses the most suitable subscriber to become owner in a process known as anl
elect ion.

In a configuration with a single highway connecting the nodes, a break in the highway
results in two part highways each with nodes running ADDAM software: two separate
databases (consistent within themselves but not between themsrelves) ale created on each
side of the break, the missing owners being recreated bly the election process and
completely missing pages by the consistency restoration proct-ss. Inl a database manager
like ADDAM it is in practice niot possible to differentiate between thi' situation where
the highway has broken and the situation where one or more nodes tia~e bees totally I ust.
because each node "sees" the system by use of the highway. Therefore the break in the
highway means that users on each half will continue to alter data so that "duplicate"
pages on each side become more and more dissimildr arid inconsistcot with each other.
fach autonomous ADDAtI database sees only some of' the transactions cirrent on the real-
world entities represented in the database.

Although great importance is attached to consistency arid survii.alhiitt, of' even greatei-
importance is that the system should be available: in exitreme circum.;tances some
compromise or, reliability is accepted in order to providp a cunt iniq service to users).

Recent studies which, we have carried out have cans idered what sitratcies ishould he adoptedi
when a break in the highway is repaired and two difterent databases, irecombine. When a
user updates a segment through ADDAM, the live segment is replaced in its entirety by tho
updated segment. This restriction enables ADDAM to avoid the consistency problems pos.1'I .

by concurrent updating. F or th is reason , ADDAM t ransac t ions a re i n Pene raI not commu ta t is
there is no way that the transactions of two ADDAM databases could be reseguenced on
recombination to properly take account of the changes; to the real-world entities.

On recombinatiun, tthere will be pages for which tthere are two candi-idaite surv ving oiwners.
For each page, one owner copy will continue as owner aind the distinctive information hi]
on the other copy will be deleted. In order to choose wthich owner must survive ADDAM fias
to consider two factors:

a) Which owner is the most up-to-date or has had tfie most changles made to it.

b) Which owner comes from the same half of the, network ;i, other related owner!;.

The second factor is more important even than the first, tbecause th- self consistency of
the surviving database relies upon it. There would not bec much point in an owner copy of
a data page from one half of the network survivingl tr;slthcr with a related index page
from the other half.

3.2 DATA GROtUP' NOIIFICAIION

IThe problem is soilved in the following way. F irst ly, itI is resuions,3ed that many recorid
types arid pages are miitual ly dependent and form a niatural "(1.t a iji 'sup". An example (if ai
data group might be the following records:

vetsicle type data (mandatory)
isne rercrd for at type of veti i iii i;nit guesi ;it sttai If,
us. . endurance, per formance

v etiv o li ccur rence dlata
one, reciird for each vehicle rJivinsj indsividtuaI dli i
e.g. cal lsign, fuel state, weapon s;tate

vet, rl' (iccurreneie data ties
a prime indtex on key vehicle IDl
asecondary index onl key vehicle IeI,

Itfir flat au;i, ' ! iti iinir d f i rips 1 i i llth scthems a t ilt a (11 i ,1 -1 ii 1 v Ii dsi tpev irs 1(1 1
iriilepeiedeist record type for eacti date group - ithsi lyl-e at hin i riol are tirmed
drefndent . ';eu'nsly , eacti node regularly tsroaiit;ii'.t; to sit ii sih thlat eact if;5
aw are iiof ther otI hsf r no des sha r ing t he s9ame pa rtI Iiiliwsi ,i i ii it h iviwar sit anyl chalsi
Ii t tu I I InrI de ; wIt 

t 
II wt I ethi it i a IFIi er rItI alct . I lli';,' tsr ld :i,,i t Hli 1. t ti suito, no e!. w I ts1 wtill I

tthp e n e i no rusit Isf i n con tactI , and Fils ''aI t Ii It; i i n iii ti .-i osl ssal t (I, IIIIi I IIn Itfs.-'

eprinq riotde. IThe alteratiiin fictir is tthe pr isci~ii i s if its shoutq between) twi,
(u It d tf. iwl,,- copie's: tf utelulnds (in linth t hi uisiitir ,I ;"if~5 's at t I liei paqIv ;-dI
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!;uIt t d uy dt t) I if riiiip !;i t Ii t t the wl e liii, (if, t 11 i ii i iss sd, Ii; ta I oi lisi, just
iiii-ur red Finit wtit tier any pagr's hauve mI I11 1~i P iiwsii'
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The following exrample shows how the data group morritor irg protuo( l arid the subscriber andl
owner monitoring protocol work together to mainta in a ror,irjt rrt dat abase. In the
example, the network consists of three nodes X, arnd / afrd ri-crqriises two data groups
A (pages al (independent), a2) and B (pages bi 1 riiepund(eri L , bz, b5). The followinq
table shows the distribution of pages and shows wicrrit e ownr ari subscriber copies:

page al(s) al(o)
a2(s) a2 o)
bi(s) bl(o)

b2(s) b2(o)
b3(n) b3(s)

Each node regularly broadcasts two messages, one for each data gi-up. tach) node r CL I~r
s messages which it sorts according to data group. I n case a hir- k 1 n t he h ighway

occurs, some quantity is reguired to identify the part-higjhway on which a node is
located: from all the messages received a node selects the lowet nde ID which act :;!.
a crude part-highway ID and is included in ach data group me!;sarjf, that is broadcast.
The date group messages contain the following information:

data group
node ID
lowest node ID
page number of page P
flag set if page p is owner copy
alteration factor of page p
page number of page q
flag set if page q is owner copy
alteration factor of page q
etc

The following problems may arise on the network:

Two Owners

Each node analyses the messages received, taking one group at a time. Initially when rno
break occurs in the highway, all nodes agree on the Inwest node ID and it can be seen L
inspection that each page has at most one owner, It a paqe has more than one owner than
this is detected and quickly corrected, the owner with the greritest alteration factor ir;
chosen to survive and the other owner is deleted. Node lD is used as a tie breaker so thnt
a sole survivor may always be chosen.

A Break in the Highway

This situation is detected as part of the subscriber and owner sonitoring protocol
(described in Section 1.3). If a break were tu separate X and Y in one half from 7 in
the other, then the following changes could occur, Firstly, lone subscriber pages elect
themselves owners, and new subscribers are coerced on other nodes. ]he new page
distribution is:

node
XC Y z

page al(n) al(s) al(o)
a2(-) a2(o)
hi(s) bl(o)
b2(s) b2(o) bZ(o)
b 3(rro bI(s) I b3(o)

ITie udatabasue on X and Y in fact survives intact . lIni tint i s rowner of teirreedu
page al arid the dependent pages bi2 and b3. Cons inUery rent oralinin then decides that
there is o value in preserving b2 and b3 without the indepeiritent page bi, and So b" i-
b3 are delteted. An empty page a2 is created when an appli reot ii oni Z needs to create 'l
new record.

Highway Rerombination

Networrk repair is detected wthen .1 data group mescsaije recri - coi ntaiuns a ltiweu!,t rine 11)
di fferenrt toi tiat recognised by the recei ving node. Aujo ii, 'rri't dt a group is cons ud-'ru,
separately. We believe that the alterations made to the, datsi (ircnip are more sugificrr
than the updates to a single page. The problem in rvrcoverini] from network repair is
Paqerit inl ly that nif dtecirding, for Pavh data group, whirh-lin pot -hiihtwiy 's patles ire to h",
kept . In pre~serve sel f cons istery on recomb inat ion, i t in eriu in I t hat thre set of a4 1
pages in a data group shnuld be chosen from the saime prirt -i hray: thte exaimple iii Apjienu
B sthnws why this is the case. Having identified the 'hent" prt-thighuway, pages (of thu

given datia group) frorm rither part -highways mutst ti' (rtl'e ni hr. riio iii tieneral tier.' it.I.
way (if de

t
iel rfill iir rrnirrlvirrg anoir illen bretweern pirii fi ru i ffii h u -ut part -tighwuys.

. 7,
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If a recombination of the net'work is detected in which all pages of the independent data
type within a group occur on one part-highway, then pages from that part-highway are
chosen to survive. If pages of the independent data type within a group occur on core
than one part-highway, then the average alteration factor for data pajgcs is calculated for
each part-highway, each paqe number being counted once only if sire than one copy is
Found: the pages from the part-highway with the greatest alteration factor are chosen to
survive. If the alteration factors for pages in our example are as follows:

node
X y z

page al (4) IZ
al 14 ~ a2(8)
bi (3)
b2(5)

b3(7)

then the alteration factor (data group A) for par t XY i s 4 , trhe al terat ion factor for
part Z is 5, --id the copies of a1 and a2 on node I will survive.

In the following further example, the network coni!;t log of P, Q, R, S and I is formed L
joining P, Q and R with S and T. Data group C consist ;o(i page numbers c I independent
c2 (independent), c3 and c4. The table below shows the distribution of pages together
wi7th their alteration factors:

node
P IIR SI

page rl (1) cl(2) j c(5)Ic2(4) c 2(4)
c3(9) Ic3'48)I c4(9) C 3.8)

If the highest alteration factor is counted for a page that ocrs more than once on a
part-highiway (owner and subscribers may not be synchironised) , tlien th in lterat ion fact ort
(data group C) for part POR is (2 + 4 + 9)/3 =5 arid foir part ',Ti1!; 10 , 9:/4 =6
This tiae, copies of ci, c3 and c4 on nodes 5 and I will survive.

We conclude that when network repair takes place, snise lIt!;,; of uat a is, unv itable and
that the strategy described above minimises the onsequfiuces tif thait loss.

4. CONCLU5ION

In high resilIience app1licat ions we believe that a rvli;blo di istr ibuteoi dat abase siarageirent
system is vital but it brings with it significant cost!; in) teri; ot riimputer and networ'
usage. Our detailed designs show that this cost is nnt prohiittiue, and we tielieve that
the pressure for greater resilience and system modulanrity will ujonuinut the adoption of
distr ibuted data management techniques throughout M IIItar1y real I-t If) rnt wirks .
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DISTRIBUTION PHASE

Originator broadcasts individual fragments to owners

Each owner broadcasts to its subscribers

Subscribers reply to their owner

Cwners and subscribers store the fragments

Owners reply to originator

COMMIT PHASE

Originator broadcasts to all nodes

Owner nodes roll back any conflicting transaction

Each owner broadcasts to its subscribers

Subscribers reply to their owner

Owners reply to originator

COMPLET[ON PRASE

Originator broadcasts to all nodes

Owner nodes copy fragments into database

Each owner tells its subscribers to do the samro

Subrcribers reply to their owner

(owner need not wait for them)

Owners reply to originator

(originator need only wait for one reply)

Figure 3 - THE RELIABILITY PROTOCO-
I " .
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APPENDIX A Examples of Mandatory Relationships

Example 1: loose

type A track type:
one record describing attributes of objects a radar can detect
(e.g. DC-ID, Exocet missile).

type B - radar track:
one record describing details of object df.tfrted by the radar
(i.e. position, height, speed and type).

Clearly every radar track should have an assosiated track typo (eien if only "unknoan'-.
However if the track type data is lost (due to a highway break for oxample), the radar
track data is still significant.

Example 2: tight

type A job description:
one record describing the details of a task being carried out by members of

...,;1. , a ship's crew.

type B crew member - job:
one record associating a crew member with a task.

Clearly it is meaningless for a crew member to be doing a jot) which has no description
(type A being assumed to cover such items as "miscellaneo.s", "sick" etc), and the record
"crew member - job" is of no value if the "job description" data is unavailable.

APPENDIX B Examples of Highway Recombination

type A track data:
one record for each object detected by a sensor.

type B track-track pairing data:

one record for each "pairing" relationship between two tracks.

There is a mandatory relationship between record types A and 8 - a pairing record is just
nonsense if either of the paired tracks does not exist.

Suppose that page al contains records of type A and page a2 contains records of type B.
A break occurs in T1-e highway so that each part-highway has its own copyof pages al an:
a2.

In each part-highway, new track records are created. After a time, track records with
the same ID in the two part-highways point to different objects. In one part-highway
track 99 is paired with track 1; in the other part-highway track 99 is paired with
track 2.

When recombination occurs, the wrong tracks will appear tn be paired unless the survivinq
owner copies of pages al and a2 are chosen from the same part-highway.
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SNI LATION - A TOOL FOR ('OST-EFFE(II% E SYS IENS
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Taking advanced passive infrared guided missiles aE an example the author claimis
in his paper that missile system simulation - both software and realtime hardware-
in-the-loop including background - is a valuable tool to find cost-effective sys-
tem designs and also to drastically reduce costs of field tLSting and live firing
trials. The author comes to the conclusion that the develcpment of complex missil"
systems becomes questionable from a cost standpoint if the majurity of the in-
creased test efforts for this type of missiles is not substituted by missile syn-.
tem simulation.
The author addresses Bodenseewerk's missile system simulation philosophy, simu-
lation methods, high level programming language and the interfaces between the
involved hardware and software. An in-depth discussion of the influence of sim-
ulation onto the flight testing requirements of missile developments and the re-
sultant cost savings conclude this paper.

My contribution to the subject of 'Cost-effective Guidance and Control Systems' pertains
primarily to missile system simulation as a tool for cost-effective system design and
reduction of extensive and expensive live test campaigns and not to a low cost realiza-
tion or production of a specific design.

There is a great number of different domains of application for guidance and control
systems implying many different requirements. I would like to concentrate in this paper
on the field of unmanned weapon systems and here especially on tactical, passive IR hom-
ing missiles. The guidance and control problems occurring in such missiles are very co.m-
plex and the extreme requirements to be met stress the limits of physical as well as tech-
nical feasibility. Some of these requirements such as

- fire and forget

- multiple target discrimination

- low miss distance

- large range

require autonomous guidance, at least in the terminal flight phase.

Presently available homing heads are governed by certain physical and technical limita-
tions. The required mission ranges, for instance, are much larger than' today's homing hei.
acquisition range performance above all in adverse background conditions. This forces u F
to take a new approach, e.g. by introducing

-~ -new homing heads with improved performance

that implies upgraded intelligence

and

- an inertial midcourse guidance phase.

The introduction of an inertial midcourse guidance, where the missile receives certa.,
pre-launch target information from the aircraft and navigates inertially until seeker l k-
on, circumvents homing head acquisition range limitations. (Fig. i) For long missile
flight times and/or extreme dynamic engagement conditions an updating of the target in-
formation would be necessary.

It is obvious that the introduction of midcourse guidance drives the complexity and
therefore the costs up instead of down. There is ama very ]ittli potential to offset
cost increase by re-arranging sensors and shifting .' om, of thi r tak into the -omp-n,,,
software. Fig. 2 shows all example.

In the conventional approach the seeker head and inerti, l ref,,rc'n, system are -
ly two separit -, uitn. The inertial package is used oily mt I I th :s,,,ker head ha s -"
Julitt-I tl, t ir tt; then it servets as a sen!;ar pa(koj( for t h ,it1,, 

1  
function. 'h.

seker head i te:lf is desined a:- a gyro-;tbil lid pt .it f[ OI, t ~t/ i I nt ini 1. ,i 1

t Ion, II dirn sy stem. in today's jesii)l, !;t rat-wo, w a pt ach i h, mId-cn u se c i.tI I !. ..
so, k, r h-! .it. l~,ibi ztiint are b ll" with a s ingll i I it i e'l I 'e lI. "- :yi"i, U bli 1"':y
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All this shows that such measures have only a minor effect on :st and this effect ii,
even less significant when it is considered that the costs foi the inertial reference
system are relatively low compared to the increasinig hominJ head co:3s. For inertial
course guidance a minimum number of rate gyros/free gyros and accelerometers arc always
required, independent of where they are located.

The requirements for

maximum target acquisition range in advL1_La2
background and IR countermeasure condt-.

multiple target discrimination

lead to increased complexity and costs in the field of Lominq hJ ional processa:ini
particularly as the homing head must be able to perform auruit:lc lo-k-en in flight due
to its limited target acquisition range. Homing heads of th pr sent gneration which a._
mostly equipped with mechanical reticles do not meet these requireents. lrnagng homin:
heads, however, promise the potential of providing a solution. imags processing impli.ks
the necessity to use complex and costly signal processing electronis col-Jined with er-
mous computing capability. Here we face the direct conflict between the requirement of
improved performance on the one hand and cost reduction on the other hand. The developen'.
of these advanced missile systems requires extreme technical and tenting efforts in ejd ,
to achieve the development aim at all. Particularly the testing effort will be an ord(r
of magnitude higher than with present generation IR missiles.

In my opinion the use of advanced simulation methods and facilitiea relieves the situ-
ation. This not only because simulation enables the successful development of such missile
systems at all, but also because it actually provides the adequate means for design opul-
mization, for keeping the development time within reasonable limits an] for drastically
reducing the expensive test phases which are otherwise necessary during development.

As it was discussed in detail during the AGARD National Day September 1983 in Munich,
two types of missile system simulation are important ( Fig. 3

I. All math models simulations

2. Hardware-in-the-loop (HWIL) simulations.

In today's modern missile development the all math model simulation procedure uses a jpur-
ly digital computational approach. In digital simulations the equations are numerically
integrated requiring extremely fast computing capability. These extremely high computin--
speeds are realized by using not only one large digital computer but an entire computer
network consisting of one general-purpose computer and several special-purpose procesnors
attached to it. This multi-processor system allows for the partitioning of an overall
simulation program into separate parts where each of these complex and time critical su1b-
programs is assigned to one of the high-speed satellite processors. This approach proviilk_
engineers the chance to include all essential guidance loop components, missile control
and target/background representation, programmed on a physicil basis including detaile
error effects.

HWIL simulation offers the advantage that the hardware replaces the model equations
allowing to test individual subsystems under closed loop conditions so that the math
models can be validated under realistic operational conditions. In 'l. those cases wher"
the exact mathematical description of the physical system is difficult or even impossible
the HWIL simulation is the only method. The hardware is represented by two different sub-
system categories: analog equipment and digital computers. These hardware components are
coupled to the multiprocessor system and/or general purpose computer by interface com-
puters.

The simulation tasks to be performed during missile development are, listed in Fig. 4.
The successful execution of these tasks requires a number of all-math simulation models
as well as HWIL programs of different levels and degrees of complexity which must be adap'
ed to the specific problems. The functional test has to be performed under as realistic
conditions as are possible in the laboratory. For thini purpose the different subsystem,,;
arc mounted on a flight motion simulator which performs, in realt mIr, all rotational ac-
celleration:; and velocities of the missile according to the operatioll conditions.

When considering non-decoyed targets, and exciudini r."-plex ting.ti backeround situaei.thn compari:;(,n with live firings clearly shows that ti), all-m-ith and IWIL simulati 'l pl',

vides an accurate description of the measured missilo, btviiu. 'Ili-, moasui d values ii
fer from the :simulated values by less than 10%; thtis alp1, i( al) I,)i missiles havino i
sensitive flijht behaviour and operating under extr,, iii ti, ii. ., iuns. The criticil
problem is i) {provide exact target reprosentationf: i,i 1!!: i th( lit !Iude of natural
background 5 lht lol and artLftclal decoys.

The tar.; I ,nd background ruprellentati>n ha!s, hI'll'!', 14l ,' SI It nglectcll in !.
pa!;t . It:, i il , has never been under(,st ila i 1,n i it i ' C i, t li Istie s, ni0 .1;
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When using this high-performance target/background simulator the simplified target and
seeker head models shown in Fig. 5, which are mainly based on simple transfer functions
and approximate functional correlations, can be replaced by detailed models. Since the
targets and the background are represented as a physical model, the signal processing can
be described in a physical manner as well. As a result the approximation functions are
replaced by the simulation of the actual process. The example to the right shows a mechan-
ically scanning seeker model using a linear array detector.

Only a simulation technique of this type provides the capability to define the seeker
target acquisiton characteristics against complex backgrounds and to generate the actual
seeker head error and/or guidance signals over the entire flight phase in the laboratory.
It also provides answers to our questions concerning seeker head performance when acquir-
ing decoyed targets and estimates of the accuracy of the aim point selection during the
terminal guidance phase.

The seeker output signals are fed into the 6-DOF simulation model and used in both the
all-math and the HWIL simulations in order to answer the all decisive question about miss
distance (Fig. 6). In order to perform HWIL simulations both the target/background simu-
lator as well as the seeker head signal processing must be run in realtime. This simula-
tion technique is the only method to develop, test and optimize the signal processing al-
gorithms in the laboratory. The result is a money saving effect since a high number of
expensive flight trials are no longer necessary and development time can be reduced con-
siderably.

A further important factor for cutting down on development cost is the compatibility
and easy handling of software and hardware during simulation. The entire simulation com-
plex basically consists of a conglomerate of

- simulation computers ( general purpose,
process control computers)

- analog and digital missile assemblies

- peripheral test and supply equipment
(flight motion simulator, target simulator,
auxiliary equipment)

- software/hardware interfaces

A vital element is the simulation language. Experts agree that the use of a high level
simulation language has a distinct time and therefore money saving effect when this lan-
guage is tailored to the specific missile design and simulation problems. Since there is
no such specifically tailored language available on the market Bodenseewerk has developed
its own language which is called BOSIM 80 and which drastically improves and accelerates
our simulation.

The advantages of high level languages for the numerical integration of differential
equation systems by using problem-oriented instructions, as well as the advantages of
easy model equation notations and of comfortable input/output and sortin4 routines are
generally accepted. Again, details have been discussed during the above mentioned AGARD
meeting in Munich.

The availability of language instructions for easy handling of missile hardware and

periphery is the decisive factor.

Let me now say a few words about Bodenseewerk's missile simulation philosophy, a loose-
ly-coupled multiple processor system with its associated peripheral equipment tailored to
the particular needs of missile system simulation - both software and HWIL. Missile
hardware, flight simulators and support equipment ar, connected to a computer network by
a software-controlled crossbar switch bus system, allowing any combination of processors,
peripherals and HWIL equipment. The underlying philosophy for this type of network is that
the required high throughput timesharing environment for simulation program development
and the high speed single task environment for IiWIL execution could hardly be realized
on a single computer but rather would require at least three different computers. (For
program development, for realtime program speed optimization, for realtime HWIL execu-
tion). Satisfying these requirements by installing separaLe computers would cause
serious problems in data exchange, software maintenance and software configuration ron-
trol to ensure software consistency throughout the missile division, as all these sept- , -
rate computers would have their own data bases, their own operation systems, languages
and libraries. ( Fig. 7, left hand side).

A better solution is to couple special computers of the sam,- basic type using tic
same operating systems, identical languages and acccs:iiing a cornon data bank that hold!;
all requirrd programs, macros, libiarles and data !-te;. (Fig. 7, 1 iqht hand side) . A
benefit of that type of network is that there no te exist ae a1poentially error 1r 
information flow between the computers.

In order to itch the specific requirements of the-, different ;taqos of simulation, 1- -
ginning with program development and ending with the }iWit. expj' -Irnt, the c-1lters; rP-jt
hav,! speclal different capab tiiti.s. This is acctw,1 i!:he by t .t.hin'; !;lav, tr',c"''r ,-
thu; add It,! th, re-(lgusted capabi IIt Iis f,,r tit. lIff 4rn t 'nvvi i,, w,'n. . II ig. 8 shtow! 'i
funct. ion.' I ;ch -matic of !;uch a n t work, tool ;t in'; ,f n,,twork pi t...-.'. of the sc.i' ,
attached sliv,, lroc.:;isors and spec l] per ipheia Is I or addv ca'.11 i I i t .s, anld 1' W,"
for t,,rminl inid lisc suppor t
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Seen from the network's point of view, all network processors still are of the same
type, allowing easy network management. Seen from the users' point of view, there are
several available programming environments with the requested specific capabilities, as
all users can access all processors via the terminal network, all processors can access
all discs via the disc network and all users can demand for specific slave processors and
special peripheral equipment via the software controlled crossbar switch system.

Let me now turn to the final issue of my paper, namely to the influence of simulation
on missile testing ( Fig. 9 ). The development of a missile system is always performed to
a development specification which in turn is based on tactical and operational requirements.
As soon as hardware of complete missiles becomes available actual firings will be started
in order to evaluate the missile's performance against the development specification.
Several different test phases follow each other, from contractor tests to operational tests
and evaluation done by the official services. The actual performance and qualification
proof against the development specification by missile firings is one of the key act,.v1l-

* . -. -ties during development in order to demonstrate the successful completion of developrient
to the customer.

The problem here lies with the complexity and diversification of scenarios in which the
* missile would have to be tested in order to demonstrate its overall mission performance.

In this context not only the high number of necessary firings and the related high costs
for the missile hardware are to be considered but also the technical and financial effort--
which are required for presenting the targets in many different tactical scenarios. In
particular, the consideration of all the possible different background conditions as well
as artificial decoying and different attack formations drive costs to a prohibitive level.

Therefore, it becomes obvious that the test programs have to be tailored in such a
way that only a limited number of selected conditions are proven by actual firings. The
performance proof using missile hardware will thus refer only to a few samples out of the
almost unlimited non-linear operational space. For cost reasons the number of selected
samples can never be as high as necessary in order to provide an adequate performance
proof for the customer. Here simulation is an adequate and by the way the only tool to
improve the situation.

Parallel to the missile development a simulation model is set up which has been vali-
dated by extensive HWIL tests of all major subsystems. At the beginning of the test phases
validated all-math and HWIL simulation programs should be available describing the com-
plete missile. As already detailed before a target/background simulator is required in ad-
dition to the missile simulation programs.

When testing the complete missile the warhead is in most cases replaced by a telemetry
package which transmits the main functional and operational data of the missile during
the mission. These telemetry data as well as the known launch and target/background condi-
tions are used for validating the related all-math and HWIL simulation results. When the
main missile parameters, functions and signal flows comply with the results of the live
firings within a certain tolerance range the missile simulation model can be considered
to be validated and can thus be used for extensive performance calculations for the dif-
ferent target/background configurations. The actual performance proof of the development --

specifications and the operational requirements is then done by all-math simulations in
the laboratory. This is a much more cost-effective means of performance verification.

To summarize, the advanced missile system simulation represents a mighty tool for money
savings during the course of complex missile development. As discussed it provides adequate
means for design optimization and reduces drastically the live test efforts. As far as
production is concerned the savings eifect is with the mechanization of an optimal design
which leads to a minimum of hardware and test time with respect to development specifica-
tion compliance.
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Figure 6 Full scale simulation model
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DESCRIPTION DU PROCESSUS D'ELARORATION DU DIALOGUE

"HOMME MACHINE" DANS LES AVIONIS O'ARMVES EDLJIPES DE TUBES CATHODIQUES

ROLES ET DESCRIPTION DES MOVENS DE SIMULATION PILOTEE

Monsieur Pierre HELIE

AVIONS MARCEL DASSAULT - IIREGUET AVIATION

78, Ouai carnot 92214 SAINT CLOUD

FRANCE

RESUME

k.

La conception du paste d'6quipage des avions d'armes actuels et futijrs est saumnise A diff~rets
types de contraintes quI, est possible de r~sumer comma suit

-Objectifs de rdalisation (charge de travail, tiabilitd, s~curit6 ...)

-Contraintes de r~alisation (cahiar des charges, avionnaqe, ..

-Etat de Is technologie de commandes et visualisations

L'analysa de ces contraintes at lea daveloppements technologiques en cours autarisent 6 pr~dire

sans trop de risques qua les avions d'armes du futur prache aurant une planche de bard i6quip~e int~gralement de tub"~

cathodiquas (ou de systbmes permettant des pr6santations dquivalentes), associ~s b quelques instruments conventionnek

pour lultime secours, et un systbme de commandes constitud' entre autres de commandes h labels variables r~parties sor

lea dcrans, de commandes physiques multiplex~es implant~es sur Manche et Manette et d'un systbme de dialogue vocal.

Au niveau des ing~nieurs chargds de l'6tude dui dialogue "Homme -Mach ina" Papparition de re-,

nouvellas techniques a provoqu6 Is ndessit6 d'une pert de remettre en cause les principes dtablis (per exemplf

* . suppressiou des instruments canventionnels, utilisation du HUD camme instrument principal de pilotage) et d'autre part

de d~velopper de nouvellas m~thodes de travail car il nest plus possible de proct~der par petits pas h pertir dp In

r~slisation pr~c~dente (multiplaxaqe at juxtaposition des informations, optimisation des pri~sentations eux phases de la

mission) chaque paste 6tant optimist! pour un evion donne.

Les AMD.BA, pour r~pondre It ces besains, au vu do leur expi~ripnce sur la avions actuel,

(militaires et civils) at dens Ie cadre d'6tudes do postea d'6guipage fiturs nnt mis au point un canevet des tAches et

documents A r~aliser permettant aux responsables d'identifier les difftrentes 6tapes du d~vo~oppernent at daeffectuer

quand il est encore tamps la rabuclages entra la diffdrantes parties en prdisenro (bureau d'4tude, 6quipementirr,L

utiliseteur).

Lansemble des documents at tfiches a rtinliser polivent ne dS'ompnsrr on

-documernts do definition

d iocuments hios h Is r~allostion

*t~rhes rip validation li~es A In definition at A Ia r~alisatinn.

L.n rei qul curicerif l'laboratian du dlinl u' "1-iinmo Macii a" lo pi 6
4

vil expost'i tie nalrt '-r.

qt.'nux ,kwcmenl ni r-1 ix tAc'hen hoan h In duifinil Ion.

q AJV~ *zS.ts.V...
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La suits do la prdsentation as propose do 66tailler chacun des documents h realiser (objectif.

contenu at mnoysna) et de pr6senter pour lea tfiches do validation, les moyans mis on oeuvre pour les rdaliser ainsi que les

diff irentes utilamatioris poasibles do ces moyas.

DOCU)MENTS A REALISER

Document '"odes et Commandos"

Obiectif du document

L'objectif principal de ce document dont [a r~alisation suit imm~diaternent la phase avant projet

est do foumnir 6 l'utilisateur do l'avion (client, esaes en vol) une enveloppe des possibilitds du "systbme avionique" de
l'avion. En retomb~e il doit parmettre do fixer au Concepteur un cadre do travail pour l'dlaboration du dialogue homme-

machine.

Ce document eat le fruit d'un travail collectif auquel participent lea diffdrents sp~cialistes

concern6s (Matdriel, Fonctionnel, Utilisateur).

Contenu

La "Modes at Commandos" comporte deux parties orient~es "Matdriel" d'une part at "Fonctionnel"

d'autre part.

La partia "Matdial" prisento taus les 6quipements ou syst~mes "fonctionnols" do SYSL61ne
avionique ; ces syst,%mes "fonctionnela" sont essentielloment des capteurs qui peuvent poss~dor divers modes de

fonctionnemaent chacun do ceux-ci pouvant Atre utilisis par une fonction du syst me avionique ; co seront par example le

radar, Ia ou le cantrales h inertia, lea capteura optroniquos..

Pour chacun de ces systhmes Ie document pr~sente tine description physique do l'quipemnent, de

sea modes do fonctionnement at do sea commandos apicifiques.

Los dquipements dintorface (commandos et visualisations) font 6galement lobjet, d'une description

physique permettant d'ivaluer laurs capacitia globales (par ax. modes do balayages, nombre de coulours, champs pour les

v isua lisat ions),

La partie "Fonctionnel" du document se docompose elle-m~me en deux sous-ensembles

leI premier de ces sous-ensembles prisento une philosophie qgin~rale d'utlisation de la cabine par l'intern-idiaire

des systbines do eommandos at do visualisations, if comprend une description q~n~rale applicable dana tous IPS

modes des principes do dialogue hommo-machino.

11 dicrit

*les principes d'affectation des commandos "manches et manett-es"

*lea principes rde dialogue b partir dos diffirents systhme9 dispnniblegi (rnnimande vocale, clavier mult i -

fonction, 6crans) ; pour lea 6crans ii prisente des r~qff!s qdni~rnles d'utili'intion (d~finition de zones.

affectation do ces zones, ..

*dos descriptions prLsantant la philosophie de prisentntion tins pwire Pt siliin-'s.

-Le secnd souis-ensombla eat tine prisentation tie haitt nlvraci ffde iffv1,'n Yndrs do fonrtionnemrA l it

systbmeif nvinniqias.

C-hacun deg modes (10 fonctlonnemnentl do systbme avinniqw.e a (flcrit par

U" luuivi d



*le mayen d'appel du mode et de sea dventuels sous-modes

*lea principales commandes et actions possibles

* 'affectation des visualisations comprenant pour chacune d'elle le type et 1'6numLration des informat ions

pr~sent~es

.lea mayens do sortie du mode

Enfin ce second sous-ensemble dresse sous farme de tableau ou chronogramme un rdcapitulatif des

diff~rents modes, de leur prioritda respectives, des competibilit~s, et des diff~rentea transitions pomsibles entre modes e't

commandea correspondantes.

Moyens

Ce sont essentiellement (outre le crayon et ]a garma) des mayens humains qui aunt mis en oeuv.re

A. pour Is rddaction de ce document.

Document de "Spdc Ifi cations Globales"

Chacun des modes ou des sous-modes de fanctionnemerit mis en 6vidence par le document "Mades

et Cormsndes" fait Ilobjet d'un document do "Specifications Globales".

Objectif

L'objectif de chacun de ces documents est h partir du cadre de travail fourni par le document

Modes at Commandos de faire une description dons Is d~tail des commandes et visualisations asauci~es aux diff6rentes

fonictions opdrationnelles activ~es dans ces modes. Le document eat rdlalisd par des sp~cialistes funictions.

Bien entendu compte tenm do Ilactivatiun simultssnde de plusleurs fonictions opdrationnelles un

"jugs do psix" systbme arbitre lea dvsntuels conflits et priorit6.-

Contenu

Ce document pr~sente dons le cadre d'un fonctionnement normal du systbme (proc~dures

conventionnelIles, bun fonctionnement des dquipements n6cessaires A la fonction) une description pr~cise at exhaustive de

Ilensemble des actions dquipages et des visualisations asaocides It ts function en objet.

Ce document est en fait, en finale, le "Manuel Pilate" de ]a fonction d~crite.

Moyans

Compte tenu du caractbre du document de Wpcification Glabale, de l'utilisstion g~n~ratis~e des

p tubes cathodiques et do Is forme rdp~titive de certaines visualisations, ii a 06~ ressenti un besoin d'aido aus concepteur

bad sur un systbme informatique st qrsphique.

[Le matdriel utilisd aux AMD.BA pour cc besoin eat un systbme actuellement en place pour

rdpondre A d'autres besoins (synoptiques systhmes, ciblages dlectriques, i6ditions de documents). Lea principaux avantaqer

do ce systemesoant.

-sea capaciths intrinsbques

*menusi de symboles

n ppel nu suppression ties fonds graphiques

* -hix dJ'6rhelle

"hard ronpy"

- u I rtiviil ssso* &~-rr r-nlhnfliqssa (rmssaclrone et 6ivenimelerii f ... ih'sr) du, fmssooi hs pf,,sr Ile coricapteur dow-,

as virminfissns'nt "rr'prs~ss'nIttf" lel- tithies priAsenl s stir l'rv ioi

Srrlsvnsrv'is PI iI Inn russ vlsuallsitnno

*............................... 33%.101 1N3KNUJAU) IV 41 JfltlOUd IlI
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TACHES DIE VALIDATION - SIMULATIONS PILOTEES

Le paragraph. prddent a prdsent lems documents h rdaliser pour d~finir I'utilisation do Pavion

associd 6 son systime avionique, bion quo n'6tant pa. rantri darn I. ddtail do chacune des fonctions ii no fait aucun doute
ourw Ia complexltd do ces fonctlons at stir ia difficultd do rdaliser Is validation des sp~cifications partir dlun soul

docupment amsi bien fait solt-il.

It convient 6galomatnt do prondre en compte A ce niveau des contraintes do temps et d'argent pour

arriver k Is conclusion sur )a nicaatil dleffoctuer justo avant Is r~alisation (cest-h-dire redaction des spdcifications

dtillias at rauliation du logiciel) tate validation de ces apdcifications pour, autant que possible, limiter lea aasais au solI ou on vol avec la matdriels riala h des contr6les do Ia rialistion et non pas des specifications ;c'est tout naturellement

,quo la AMD.BA ant 6td conduits h Ia miss an oeuvre do simulation do ayst&mes en temps rdels parmettant dune part

d'dtudiar l'aspact commandoa at visualisations at d'autre part do valider certains algorithmes complexes do guidage ou

autres. Ca syatbme OASIS opirationnel actuellemant aux AMD.BA a 0t6 divelopp6 pour Ie Mirage 2000 at et adept6

- - pour tous lea nouveaux aviona an ddiveloppemant (militairas at civils).

Configuration du sysEL~me

Le systbme OASIS a Rtd conqu avec Ia double objectif, d'une grande sauplesse d'utilisation

permettant do a'adapter & des travaux do type 6tudo (qui exigent facilitd et rapidit6 dans Is r~alisation dos modifications)

at d'Aitre 6conomique tant dana as rialisation qua dena son exploitation.

Ce double objectif a conduit A concevoir un systbma r~alisant une simulation compl~te des

6quipseantsaet du systbme. De rnme la interfaces physiques homme-machine sont r~alis6es avec cet objectif at ne sont

donc pans nicesselrement lea interfaces de l'avion 6tudid. Compte tenu de Is tendance b Is disparition des pastes de

. ~. commandos apicifiques lea soucis do raprdsantativiti des interfaces devrait saeffacer clans le prache avanir.

j La simulation eat rdalisda h pertir do 3 ensembles camprenant

-Lin ordinateur avec sea pdriphdriques qui regoit lea informations provenan' des actions du pilots effactue les

calculi do simulation do l'avion mu SNA at ghra Ia systbma graphique

-un systbrne graphique qui A partir des messages provanant de l'ordinateur trace Is symbologie stir un tube

cathadique

-une console pilate qul support. Is aystbme graphique at regroups la diffdrentes commandes do miss en oeuvre
du syst~me y compria calls$ prdeentdea str Ie manche at )a manette des gaz.

Description du systbms OASIS

La syathme OASIS eat d'una part compoad d'un ensemble matdlriel et d'autra part d'un ensemble de
logiciels apdcifiqlias ddveloppds pour lee beanins do catta simulation.

La matdripl

Le calculateur et ses pdriphdrigues

L-e calculateur utilisO eat tin ordinateur 32 bits hinri afdartl I~''iii lte rp6rations tamps rt'tl. ('f,

esaentiellement rette caractiristique, assacihe h l'expftiancp d'utihl'?rn Ic 'Itt rhirn pour le traitament fr

donn~les daesais Pri vrrl, qui a qtiid6. le choix vers ce systbme.

11 posrie doux unit~s centrale Ort J at Ifn J lir larw, I, P; 1, affert6e ati trtaitarrrt I-

entries/sorties. Cette architscture permet dans certaines applicritirrr (Imirrmovi-r -cn trcprr de calcul de ddiroriec rY

marceaux de prnqrnrnme on parallhie dens rhacune des unitoss cenanl f iInn, 1. 1 1 er ent temnps dos cycle.

7-I



Le calculateur possbde las pdriphdriques suivants:

- lensemble de visualisation

- Is console pilote

-une unitd de disque 80 Mega octets

- 6 consoles dont uine console systbme
- une unit4 de tbandes magndtique 45 IPS, 800t].600 BPI

- une imprimante

- I traceur

Le systbme de visualisation

Le syetbme de visualisation eat canstitu6 d'une unit6 graphique dont les interfaces sont adapuses

P'utilisation de plusieurs types de terminaux de visualisation

- Tube cathodique monochrome et balayaqe cavalier

-Tube cathodique couleur 6 pdndtration et balayege cavalier

- Tubes cathodiques couleur shadow Mask et balayage cavalier (tubes utilisos Sur avions).

Pour couvrir lee besoins de plus en plus nombreux en visualisation tie type tdl~vision une 6studp.

dfadaptation dtj syst@!me est en cours, pour l'instant des artifices sont utilisda.

L'emploi de j'un ou lautra des terminaux eat dt~termin6 par les besoins propres au type (If-

lapplication r~alisde, parmi las critbras de choix citons

Ial besoin en reprdsentativitd du trac (couleur, qualit6 du graphisme)

- la dynamnique, de l1image

Isl charge de calcul globala

- qualit~s propres des diff~rents terminaux

Des artifices matdriels at logicials pertnettent (Vas.- irer pouir chacun de cas coupla~jes '"

reprksentativit6 suffisante pour les besoins do l'6tude.

E,.e.,bl ech~matiqA

-A - 2, I
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Le console pilote

Clest l'organe de dialogue de l'ophrateur (pilate, inqifnieur) avec )a simulation. La machine

actuolloment so service eat repr~sentative des commandos du Mirage 2000 et comprend les organes suivants

- le maoche :celui-ci roproduit exactoment, du point de vue de [a place des commarides, le manche du Mirage

2000 ;lea efforts a exercer sont eux aussi coot ormes b la rdalitd

- to manetto des gaz :do meme que La manche pilots, celle-ci reproduit la manette du Mirage 2000.

Les aitres organes do dialogueo nont pas Is pr~tention de repr~senter exactement la rsalit6 jIs

soot cependaint suffisamment r~alistes pour quo Is pilots sty retrauvo Is console cumprend

- un PCR (Poste do Comnmando Radar) pr6ssntaot los principales selec'tions

w r~t, pr~chauff ago, silence, 6mission

- ~ changemont d'6chelle

*PPI/ B

* ngle de balaysgo

nombre do lignos

*PSIC / PSID (poursuite our information continue ou discontinue)

- un PCA (Poste do Commando Armomont) permottaot de fzaire et visualiser les diff~rentes pr6s~lections et

s~lections correspondant aux diffdrentes missions

- un Poste de Commando Navigation (PCN) permettaint par exemple d'introduire de nouveaux buts de navigation,

do changer do but do navigation, do connattre Is position do l'evion, de faire un recalage de Ia navigation

- un bandeau comportant

*les commandos de sortie et de rentrde du train d'atterrissacle

los s~lections des divers modes du pilots automatique, It savoir tenue de route, tenue do cap, do pento .

- Isis s~rie de clefs ingdnieur pormettant h un instructour 6ventuel

do simuler des pannes

*do modifier cortains parem~tres mettro du vent lat~ral, longitudinal, des turbulences..

*do changer certains types do visualisations par exemple, on petit prt-Wrer voir, au lieu du cecelp

reprdsentant los limites du champ vitseur Lte, Is dessin de la qlace semi r~ffl6chissante sur laquelle est

projetde Io symbologia

*do suspendre Io simulation en arr~tant les int~grstions, do l'acctIfrer dans certaines phases peu int~ressantes

*d'initialiser ou do roinitialiber Is systbme dans diverses configurations ,diffdrentes altitudes, diff~rentes

vitessos, diff~rsntes positions g~ographiquos ; coal permet de se mettre en situation pour faire rapidement

certoloes missions par exomplo, pour fairs une approche, lavion est initialis6 h 1500 piods d'altitude.

css clefs peuvont 6galement permettro, lorsquil slagit do mettre au point des systimes, do choisir diff~rents

dessins do rdticules, diffdroflts gains..



*des potentiombtres servant par exemple A r~gler [a force du vent, b changer sa direction...

FIGURATION DU HUD

FIGURATION DU HD

COMMANDES DE LECRANh -iVVOY NTS E NCT INNEMENT

I POSTE DE COMMANDE

RADAR

COMMANOES DU TRAIN

Le loici! oATTERRISSAGE

-Structure globale

La fonction remplie par Is logiciel au nliveaul (it syttrnp nASIS eat dojble il s'aqit dune p~irt

traiter les signaux provenant de la console pilote at d'autre part de fauire tc-irrier It, proprquimre de simulation propremo I

dit. Ces d'utx t~ches aunt rsalis6es par deux programmes

-programme d'acquisition (ACO)

-programme de simulation (ESSAI)

Ces deux programnes travaillent en s~guenre et s'dchangent des inforu: I nris par Iintermdldiaire d'une zonle a
1

r

accessible aux deria programmes.

Le programme i, simuilatin

1-e- btit du programme de simulatinn par luii-m~'me *1 tip rsrnifer le ern pnrtement de I'avirror W I-

r~ponses aux di ffdrentes cormsndes.

(Contrairelnent au programme duorquiiiorri Iiii v-I rien A;'I N1RlYI kR, cete p:Z,

rdaliqte A 91) 5 or I ONfTPAI , pour (lasraisan 6videntes de naintenauhflit 1.

I-Ile petit so d~cornposer en deus parties

-I partie trups diffitr6 gui effectice rertaines initiailiqatiurs chitrn p:r orciyt t ahleaux avo e ~I.
dinrinui Pt cosinuis de degro en rleqr6 rette tabulationpe)rmO' fie fl III rir Cr,, teip ,o o rni rli..(I

bimr ;ijr 1, planr ualrla gue Stir le Irlfir deS viSIisuillin,:

-I partif0 Irrnpq rrie, liii houcle riinsanrn t stir elli-mrruyrr.
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La base de Ia simulation at Is modbe avian

Conditions
MODELE

Actions pilots
AVION

Attitude Attitude et

at param~tra parambtre de

de vol A t vol & A
n-1

La modble utilis6 h ce jour eat relativement simple, et, malgr6 des simplifications destindes A

am~liorer Is temps de cycle, if donne satisfaction dens Ilensemble aux pilotes. Cs modble est bien 6videmment appel6 b

-~ * .... taus lea cycles de calcul.

Les nombreuses fonctions diff~rentes du systbme d'armes ant conduit 1 scinder Ia simulation en

plusieurs parties (cas du Mirage 2000):

- les macrofonctions

- Is g~ndration des symboles tote haute

- [a g~ndration des symboles Efte basse

- Is logiciel graphique

Remargue pour les applications poss~cdant plusieurs visualisations tistes basses ii y a une partie g~n~ration de symnbole

par visualisation.

Les macrofonctions

Elles simulent diffrentes fonctions du systbme

-macrofonction pilotage

-macrafonction navigation

-macrofonction radar

- macrofonctions Air-Sol (une macrofonction par type d'arme)

- macrofonctions Air-Air (uns macrafancitan par type d'arme)

La structure d'une macrofonction eat du type suivant

*INITIALISATIONS (temps diff6rd)

*INTERFACE DIENTREE

*LOGIGUES

*CALCULS

*INTERFACE DE SORTIE

C-heque innerofonction est appeI~e h r1irElim rycle, Ml, nuijvut qu',llr est concritte onu lias (,1

examrple on) pewut avoir flu pas un emport doa type Air/Sol, ni i.ii la iuotlnin Air-"nl rorrnipondanto pout Atre(o

* .~~ :-. .*. . - ~-I tfleu~ if 11 )tif ill. -..



prdlectioe, prdsdlectde ... ) ella ghte is prapro configuration de commands et effectue lea calculs, logiquss de made et
do prdsenco-absonca do rdticules correspondent & 1l6tat du systhmo.

Chaque macrafonction st inddperidante des autres macrofonctions, certaines sont activ~es en
permanence, d'autres no Is sont qu'on fonction des cammandes rdaliados par l'opdrateur. Lea lagiqus d'activation, images
dos prioritde, dos exclusivitds, edlocuaon, priedloctlan sont conaigndes dans des mate do contr~le.

Qindration dis symbols t~t. haute:

Catto gd~nrstlon do symbols tfite haute jauo an gras Is rdle du B.G.S. (Battier Gdnrateur die
Symbols) implantd str l'avion.

C'est sile qui assure to dessin des rdticulas du H.U.D. (tWe haute).

Co sous programme eat donc tine suite do tracds, scindds an sos parties correspondent aux divers

rdticulas.

11 assure sine aijtro fanction du B.G.S. qul eat calls du, calctl des limitations :certains riticules mie

peuvent disparattro du champ visour, at sant done "timitgan, Is plupart du temps circulaironiont, au cordse at
reprd~eentant Is champ du visour t~t. haute.

Ce sous programme st parfaitemont ddcoupl4 (oti du mains Is plus possible) des diffirents calculs
effoctuds dons las diverges macraf'onctions. Pour Is definition de chaque rdticule, if nly a done qu'un positionnement, les
divers parambtres permettant do Is tracer (per example Ia raulis commandd dens Ie ces d'un ordre en rautis), at un bit de

priseflce-absence.

Tracd des riticules

Chaquo riticulo eat raprdsenti en mdmoire par un certain nombre de mats. En fonction des bits de

prdsonco absence ces mats sant transfiris on mimoire do visualisation.

Cartains rdticulas prisentent Ia particularitd de tie pas changer do dessin et de rester *

constamnment parallblas h eux-mdmes ; il oat inutile, at pinelisant pour Is temps de cycle, do retranafdrer dens ce cas
l'intigrslitol du dessin ; lour description eat effactude tine foia pour toutes en initialisation.

Giniration do symbols t~te bass

Ella assure Is tracd dui scope tWt bass CI-D) suivant un mode de fonctionnement sensiblement
identique h la tfite haute (certain. rdticulos sont d'ailleurs idontiques en t~te haute et en tLte basso).

Elia comports do plus en cl~ture lonvoi du buffer contenent les codes do visualisation vers l'unit6

do traitoment.

Las limitations mont Ici "carries", donc plus qimples..

i f 21 i*ftti 13U LV (lit I tQl it IM
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Synthboe ginrale do Is structure dui programme de simulation

*CALL M. ACTIV (1C.ACQ) (activation programme d'acquisitionh)

*Exdcution Wte haute oni tamps diftiri (remnplissage mdmoira do visualksation)

*Exicution tate begs. on temps dittiri (rempliasaga mdmoire do visualisation)
*Conditions initiates

Temps lnlttalisetion peramnbtre avion (pertie temps dittdr6 dui modbe avion)

diffllr6 Initialisations diverses (rempliaege do tableaux par example)

*Exicution temp. difri des macrofonctiane (initialisation des calculs de balistique par example)
*CALL M. RSUM ('C.ACQ')

*Appal modbe avion

*Appel macrofonctiona

Temps Appel t~te haute
R6el1 Appel W~e bane.

*GALL M. RSU-M ('C.ACO-)I *GO TO.

Lm logiciel graphigue do bas

Le loqicial assure leo tiches suivantes

- Is gestion do la mdmoire do visualisation
- Joe tone tins graphiques dlimentaires.

La gestion do Ia mdmnoire do visualisation

La mimoire do visusllsation et g~rde &partir des informations dofinissant la prdaences-absancas

dos riticules ot la friquences do rafrafthissoment.-

Leos tonctiono araphigues iimentsirs

Les matdriels dui type do ceuc utilisis sont pour Ia plupart livrda avec ui logiciel do base
permettant do rialiser lea fonctione 6limentaires do trsci dos vecteurs, de positionnement, do treed do chatries de

ceractkres, de clignotemnent..

Cependont, en ce qui conce ceo metdriels, ce logiciel de base ne ripond pas 6 ce qul Jl eat
domandd dans )a cadre tempo riel, car it a dtA congu dans un esprit de Conception Asaistde par Ordinstour, o6j Is temps

do cycle set un facteur beaucoup moins priponddranvt. 11 comnporta done beaucoup de tests suppldmentaires do coh~rence,

do contr6le do ddbordoment icran, .. ,toutee chose qui font qua, lorsque V'on appelle lea onus programmes concernds,
lea chronos slen rassentent, (ceo iiments aont en eftot eppelfs plusieurs centalnes de fois par cycle).

Ca loglelel do bae a iti r~isu spiflquement pour ceLte npplieation, at consists eli fait
h rempfir un tableau avec la mots coddo quo dolt recevoir I'unitd de traltement, at hi q~rer lindex dui buffer.

Le falt do girer sol-mime Is logiclel do base pri~sents do plus in nut-re intdrt : blen que la mots
h envoyar sux divers syot~mee qraphiquas soient diffdrento, it a Mt possible de r~nliser (leas ous programmes idantiques

dui point do vie antrce/sorties at trultement pour l~e douc unlti~s qraphiques utlli.5rn hi rp )our. I1 sutfit store, suivant
cella qua ioan utilise, do spdcir h 1I'iteur do lions In librairla qu'll dolt utiliser.



UTIUSATION DU SYSTEME

p... -. Ce syst~me eot actuellament utilisd pour r~aliser Is validation du dialogue "Homme-Machine" des
ovions daormes 6 partir des spilcifications global.. do chacune des fonctions des systhmes en ddsveloppement.. .-

11 permet:

- Is miss au point des proc~dures do dialogue

- Iloptimisation do Ia symbologie (forms do r4ticules, positions)

- litude d'algorithmes do guidage.

L'expdrience acquise Iors do s miss en oeuvre a conduit h~ anvisager et hrdaliser d'autres types de

taiches.

-Utilisation orIein"cvl

L'apparition des EFIS (Electronic Flight Instruments Systeme) et des FMS (Flight Management

Systems) our lea nylon. civils a fait reseentir un besoin simiiaire h celui des avions d'armes.

La systhme OASIS a 6td adaptd h co besoin et est utilisd actuellemnent pour [a d~finition des

symbologies EADI, EHSI, WDO des EFIS des nylons d'affaira FALCON, des tubes avions sont utilisda pour cotte tfiches

(volt Photos).

L5tude du dialogue avec un FMS eat en cours d'6tude aec cc syst~me.

Lutilisation do cc syst~me dens Is cadre d'un processus de certification eat 6galement envisarc,

parmettant Sinai do limitar Is nombre de vols consacr~s 6 Ie certification de la symbologie.

U tilisation pour I1instruction

Du fait de sn repr~sentativitd aui niveau logique systbme, las utilisateurs do l'avion correspondiant

peuvent A l'aide do co systhme recevoir une formation initiale permettant

do limiter Ia nombra do vols 2
-do valoriser l'instruction par rapport h Ia lecture dun manuel pilota

-d'instruire simultandment plusieurs utilisateurs.

-Utilisation pour Is confection-do manuels pilots

L'adjonction dun traceur our tin tel systhme permet une application h Ia confection des mantivigls
pilota pour lesquels ii eat ndceusaire do faire des planches reprdsentant las diffilrentes visualisations dens Ies phases der

divprse missions.

11 et possible, grice mu systhme OASIS do ddrouler ces mnissions puis do figer Ia situation A kin

instant donni!, re qui permet do tirar las planches our Is traceur h iritervalles reguliers, ou encore aux moments "rlef' dv

In mission, at do reconstituer sinsi lea diffdrentes phases our Is papier.

tI n autre avantaqa 6 cette mdthode eat (Nkftre sOr que Ins diff~rents parnm~tres repr~sent~s qtirnnt

carrEils at cohorents.

II in s-re a 3) cif -c t Yin iii-t~tl4 t eeym-PPola I

I 'utiliestlon dui syathme doe aon r~le dfN validation do Fqiticficntinnq qiohales constitue In derrni~'rr

oltiqm avant In plinqe cli rt~dactio des op~rlflcatlons dtalitas d" symbnloqle conduisant h~ H rc~alsation du loqlrirl. (';I

JSttjd X NLNWJAO) I~V UJ:.IILUd Ii
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felt do Is reprdaentativit6 du fichier des rdticules celul-cl pout Otre utulis6 pour 6diter lea spdcifications de symbologie A

lalide du tracamr.

Los apdciticatlone seromf lojre conforms h ce qui aura dtd valid6.

CONCLUSION

Lexpdrience acqula. dens l'application dui proceasus d'dlaboretion du dialogue "l-iomme-Machine"

ddcrit superevant 6'6tend meintenent aux djffdrentas versions do Mirage 2000 et prouve tous lea jour, Is bien fondd do is

mdthode et des moyens employde cool a conduit h to gdnrArliser 1A toutes lea dtudes de ce type en court actuellement

(ACX, dtudee q~ndrales).

En ce qui concerns tosaystiome OASIS, %a souplesee drutiliaation, son potential cPvolution et Ia

diveraitd des tfiches qu'il permet do rdaliaer allids 6 tin invertiasement initial moddr6 font de ce syatbrne tn outih au

* rapport coOt/efficacitd trbs apordoleble.

Bien entendu le proceasstiaet let moye ddcrits no aauraient rdsoudre tous lea probibmea Ii~a b Ia

mime au point d'un SNA. En particulier tous lee probl~rnes posda par I'avionnage et Pint~gration des 6quipements

(rdallaation, interfaces) ne sauraient. Otre rdaolus par Ios yatbrme OASIS et n~cessiteront d'autres tAchea tells que essaia

sur banc d'irtdgration atimulables oti essai eur avion mu sol at sn vol at essaia sur de groa aimulateurs.

______ 3SN~dXj INJflNMJAUD IV 0i i~mmmim-l il
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TERRAINFOLLOWING WITHOUT USE OF FORWARD LOOKING SENSORS

By H.F.Schwegler and B.Schreiner

,' .. Messerschmitt Bblkow Blohm GmbH
Unternehmensgruppe Hubschrauber
und Flugzeuge
D-8 MUnchen 80 Postfach 801160

Summa ry

A system is presented which allows an aircraft to follow a preplanned %ertical profile along a planned
route. Using a simple representation of the planned vertical profile instead of terrain data the
computational tasks to be performed in the aircraft in real time are minimized. This system may ease
some operational problems of todays military aircraft when flying in hostile environment until the
advent of more sophisticated systems likely to be based on the intelligent combination of forward
looking sensor data and "stored map" derived information.

- . - Introduction:

The advances in defence weaponry, such as radar-laid anti-aircraft-artillery and surface to air missiles,
have greatly complicated the task of todays attack aircraft.
In order to maximise the chances of survival in this environment, military aircraft are using terrain-
following radars in connection with suitable processors and flight-directcr or autopilot to provide low
flying capability under all weather conditions.

Problem:
The disadvantage of these systems is the considerable effort required to achieve a reasonable jamming
resistance with respect to the known countermeasures and ir addition the forward radietion may ease the
task of hostile intelligence.

These problems may be overcome by using "stored maps" in connection with associated sensors and
sophisticated digital processing. Various systems are known, which are operational for missiles and in
advanced experimental stages for manned aircraft.

Common tc these two systems is the fact that they are associated with fairly high costs and require
considerable time for integration and testing.

Solution (or rather a small contribution):
We have implemented in existing operational aircraft a system, which within a restricted envelope,
offers the facility to fly low over undulating or hilly terrain without forward or no radiation at all
along a preplanned track.
This feature is complementary to the existing terrain following system.

The basic principle of this system is very simple:
A planned vertical profile is stored in the mission computer as a series of altitude va'lues as a function
of downrange from an Initial Point.
This series of points is interpolated with a suitable funtion thus generating a demanded altitude as a
function of downrange which is provided by the A/C navigation system. (see fig. 1)

The difference between this demanded and the A/C inertial altitude (updated shortly before or at the
Initial Point) basically governs a flight director which is used to fly the A/C at the planned altitude
along a planned track.

Cetails of the implemented system are:

The system altitude used in the vertical flight director calculations is for safety reasons the smaller
(i.e. the safer) one of different sources.

If switched on the Radaraltimeter has a monitoring function providing a pull up demand in case of
undershooting a preset groundclearance.

The interpolation between the downrange/altitude points is done using a cosine function.

The tasks to be performed in the mission-planning phase are:

I. Generation of the desired flightprofile. This can be donc in two ways which are not exclusive:

1.1 Plot terrain profile along planned track using e.g. mil data (allowance must he made for an
across t.rack navigation error of the system) and draw a desired flight profile allowinq for
boundary (nndlLions (vertical accel leration, location of potential ly knownlhrts)
or:

1.2 If a DRMLS (Digital Radar Land Kiss) based simulation system is iviihlile (e.q. in a Tactical
Flight Simulator) a "flight." can be performed usinq the simulated TI RPiir .,y,lom and/or manual
elevation steering under "visual conditions". Recordirg heilht a l downraniie ,in provide a
desired prnflep.

2. Aproxlmalrin of the desired profile by a series of VoinLSt which are COntImINOet IV (sine, fundl i ."
(interval 0 - 360 deq) To generate a good approximation for hilly terrain will i ni,, regiiir, mo,
than 3 to 4 point-, per 10 nm at mr,..

. . . - . ., - .a S.S S A.-
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3. Verification of the data set by constructing the desired vertical flightpath from the downrange/
altitude table using the interpolation function and checking against the available terrain data.

When making up the planned altitude profile t'e different error sources which dictate the minimum
achievable groundclearance (hin) must be considered. The main contributions are:

Dalt error of altitude sensor (after updating)
for air data stabilized sensors this will be increasing with downrange.

Dbse error inherent in data base used. These may be maps or a DRLMS database.
Piler Pilots error for following a flight-director demand
Dhor Horizontal Navigation error along track

These quantities ma) be related to Wiin by the following formula:

Hmin> Dalt + Dbse + Piler + C*Dhor*Dhor

where:

C= 0.5*bn/(v*v)
bn: maximum vertical accelleration

- v : groundspeed

As the contributions of the different errors are largely independant the sum on the right hand side may
be replaced by the "root sum square" of the corresponding N-sigma quantities.

The implementation is using about 300 words of the A/C mission computer and the altitude/downrange cata
are loaded in the mission-computer in the same way as other mission data.

This small amount of core required is due to the fact that not a terrain but a desired flightprofile
is stored. The calculations, which in a terrain following radar system are performed inflight, in
our case are practically performed on ground in the flight planning phase.

Limitations:

The system can obviously only be used when a preplanned track is adhered to.
This implies a fairly accurate navigationsystem which in our case was available.
Unknown man made obstacles present the same problems as with 'stored map' based systems.
The other prerequisites for a simple implementation which were also available are:
Availability of interface with mission computer to 'fill in' the planned altitude profile.
Interface between navigation system the mission computer and a display to provide the pilot with
lateral and vertical steering information.

Results:

Evaluation of flightdata shows that the performance of this system is as expected.

Fig. 2 shows 2 'flight profiles' over a terrain profile resulting from simulator trials.
The upper one was generated using the terrain following radar and eutomatic elevation control.
The second one %as 'flown' using the 'stored profile' approximated by 8 points and using manual
elevation control.

Figures 2 and 4 show recorded flight data (planned and actually flown profile) "

Conclusion:

The design and implementation of such a system can be done without technical risk and on an
- . economic basis, filling a gap between systems available today and those planned to be available

in some years.
The system will provide a capability to minimize the jamming, detection and vulnerability of
military aircraft when penetrating hostile environment at low level without the use of radiating
sensors.

.. . .. . . N WML1l IV Q,-imoudil
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THE USE OF PRESSURE SENSING TAPS ON THE AIRCRAFT WING AS SENSOR FOR FLIGHT CONTROL SYSTEMS

by

Dr.-Ing. Dirk Brunner
Technische Universitat Braunschweig, Hans-Sommer-StraBe 66, D-3300 Braunschweig

SUMMARY

For the low speed operation of aircraft, during STOL-take off or STOL-landing and for windshear
situations a precise measurement of the state of the aerodynamic flow is required. Normally the dynamic
pressure is used to assess the state of flow, thus defining the stall margin in terms of a speed factor.
However, flying at higher lift coefficients, a precise maintainance of a given lift coefficient by con- . -.
trolling the speed is no longer feasible. Instead, controlling the angle of attack or controlling the
lift coefficient directly shoud be used. S

Some methods for the measurement and the control of the state of the aerodynamical flow including
wing tap pressure measurements are discussed. Wind tunnel results are presented, that show the pressure
distribution of a slotted STOL-wing and the typical relationship between the tap pressure, angle of attack
and flap angle. Wing tap pressure w-surements taken with the STOL-aircraft Do 28 are then discussed
showing the feasibility of the methoo described to sense the state of flow.

INTRODUCTION

To maintain a safe stall margin for the low speed operation of aircraft a precise information about
the state of the aerodynamic flow is required. Normally, during landing approach this safe stall margin
is defined by an approach speed which is 1.3 times the stall speed. However for STOL-aircraft, during
wind shear situations and for the maneuvering flight of modern combat aircraft the speed information is no
longer sufficient for the determination of the state of the aerodynamic flow. Instead, methods controll-
ing the angle of attack or the lift coefficient directly, should be used.

DETERMINATION OF THE AERODYNAMIC STATE OF FLOW

During stationary flight and near stationary flight in a pullup maneuver the lift L is equal to:

WL n coso 

t

where W is the weight, n the loadfactor and $ the bank angle. With W* as the apparent weight

(2) -* = n .Wcoso

and the lift as the product of the dynamic pressure q, the wing area S and the lift coefficient cL:

(3) L = q • S . cL

we get as long as L equals W*

... . 4. , .. ...... (4) We L o "-'-"

W*or

(4 a) cL = W 1

Substituting the dynamic pressure by:

t 2
(5) q v we get.

W* 2 1( 6 ) L 7= T "_ ' 7

If we look at the change in the lift coefficient with the change of speed we find/I/:

W( 2 2 AV
(7 cL v v3

Assuming that a pilot or an autothrottle system is able to hold the approach speed within + 5 kts
2,5 m/s, at an approach speed of 140 kts 70 m/s and a wingloading fActor W/S of 3 600 N/m2 a variation

in lift coeffitlent of about 0,2 due to a speed variation of + 5 kts results. Durinq a STOL-approach at
65 kts - 32,5 m/S, the same loadfactor and sprod variation as above, a lift copfficient variatinn of -
about 1,5 will result. (Refer to Fig. 1). In the low speed regime, where a precise maintainance of the lift

3V*'~)dl INT j~ ~.i,4AQ JV QIVAOO0Id3U
.... .... .... ... .... .... ...
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coefficient is needed. the definition of an approach speed will lead to a rather inaccurate control of the
aerodynamic state of flow.

For any aircraft there is a transition speed above which speed is the more accurate control para-
meter and below which the angle of attack or the lift coefficient is the more favourable control parame-

" ter. For example, flight tests with a STOL-aircraft, having a wingloading of 3 600 N/m
2 

and an aspect
ratio of greater than 4 revealed that the flight control system is capable to control the angle of attack
with an accurracy of 0.80 equalling a lift coefficient accurracy of 0.07 /2/. These conditions lead to a
transition speed of about 160 kts - 80 m/s. Higher wing loadings will shift the transition speed to
higher values. (Fig. 2)

DISCUSSION OF METHODS FOR SENSING THE AERODYNAMIC STATE OF FLOW

Basically to assess and control the aerodynamic state of flow, the parameters:

• "- speed v
- dynamic pressure q -1
- the reciproval value of the dynamic pressure q -1

- angle of attack a and
- lift coefficient

could be used. As shown laterwing tap pressure measurements can be used to determine the lift coefficient
directly. To control the aerodynamic state of flow:

a. the flow state must be measured
b. the desired flow state must be defined and
c. the system deviation must be controlled.

For some good reason the parameter speed is used for control as long as a speed has to be maintained
for air traffic control or weapon delivery purposes or the structural limits of the aircraft have not to be
exceeded. However for:

- best angle climb
- maximum range flight
- safe approach speed and
- steepest decent

. .it is easier to define a desired flow state in terms of angle of attack or lift coefficient instead of

using the flight handbook and evaluate the respective speeds in relation to the actual aircraft weight.

According to Fig. 2 the control of the aerodynamic flow should be accomplished within the low speed
regime by control parameters other than speed or dynamic pressure. The typical properties of the different
methods to sense and control the flow state are put together in the table below /3/:

-I-

method v q q c c +q "

approach good good good medium good poor

measurment cruise good good good medium good poor

high Speed good good medium unsatis- good unsatis-
factory factory

approach poor poor poor good good excellent

set-value cruise poor medium medium good good good

high speed good excellent good unsatis- good unsatis-
factory factory

approach unsatis- unsatis- good good good good
factory factory

control cruise poor poor good good good good

high speed good good - unsatis- unsatis- good unsatis-
factory factory factory

Table I
comparison of different methods for measurement

and control of the flow state

According to the table, using both the dynamic pressure and the lift coefficient for the assessment and
control of the aerodynamic state of flow will grant the best overall performance of the flight control
system.

-Auk .4 N U ........ . -



DIRECT EASUREMENT OF THE LIFT COEFFICIENT

In a wind tunnel it is a quite common procedure to measure the pressure distribution along an air-
foil and to determine then by integration the lift coefficient. With a STOL-aircraft Do 28 this method
was applied to determine the lift coefficient during flight. To get sensor costs down it is desirable to
sense the wing pressure at just one discrete position.As long as there is a symmetrical airfoil with a
fixed centre of pressure

- the pressure distribution will be proportional to the dynamic pressure and
- the pressure distribution will be geometrically similar when the angle of attack is changed.

Knowing at a reference state of flow the amount of lift Ln , the wing area S.and the tap pressure pn'
it is possible to determine the lift coefficient by sensing the tap pressure pm and the dynamic prWssure
q using the relationship:

(8) cL  _ p .

So for an airfoil with a fixed pressure centre the lift coefficient is directly proportional to the

quotient of tap pressure pm and the dynamic pressure q.

The aircraft used for the tap pressure measurements was a Do 28 D 1 STOL aircraft (Fig. 3). The

wing is equipped with a fixed slat and double slotted landingflaps. To optimize the position of the
pressure tap it was very useful to have wind tunnel results /4/ at hand which show the pressure distribution
of ag airfoil that is very similar So that of the Do 28-aircraft. Fig. 4 shows the pressure distributions
at 0 landingflaps and Fig. 5 at 30 landingflaps. At the upper side of the wing the pressure maximum is
situated constantly at 17 % wing cord and - even as this airfoil is not a symmetrical one - the pressure
distribution appears geometrically similar when the angle of attack is changed. Referring to Fig. 4 and
Fig. 5 it is quite clear to install the pressure sensing taps only at the upper side of the wing as at the
lower side the pressure maxima do not show a unique tendency and the pressure gradients to be expected
appear very low.

In order to find out the optimum position for the pressure tap at the Do 28 aircraft three different
positions for the pressure tap installation were chosen. Fig. 6 shows these positions. In the wing span
direction the positions were defined so as to minimize the influence of the aileron and of the propeller
area. In the longitudinal direction the wing spar limited the most forward tap position to 25 % of the wing
cord.

The tap pressure was routed from the tap to a differential pressure transducer, sensing the static
pressure minus the tap pressure.

FLIGHT TEST RESULTS

The flight tests were conducted with a Do 28 D 1 STOL-aircraft (Fig. 3). The airtraft is equipped
with a nose-boom-mounted angle of attack and angle of sideslip sensor. The static and pitot pressure sources
are mounted on the top of the rudder fin. The aircraft has an extensive sensor equipment allowing to record
32 flight mechanical parameters on a magnetic tape unit that stores these data in a pulse coded format at
92 Hertz. Some of the test results shown were plotted online during the test flight on an X-Y-plotter.

The first flight test objective was to determine to which extent the tap pressure is proportional
to the dynamic pressure. Beginning at 135 kts 67 m/s and with a constant power setting at 40 % rated
power the aircraft was slowly decellerated to about 50 kts - 25 m/s. The decelleration was achieved by a
slow change of the flight path angle so that the stationary flight requirement W* = W was satisfied.
Fig. 7 and 8 show the tap pressure p versus dynamic pressure q for the tap No. I and 2 respectively.
At tap No. 2 there is only a very sm6'll variation of tap pressure with the flap setting. As the tendency
changes at tap No. 1 (- there, a deflection of the landing flaps reduces the tap pressure-) a tap that
would be positioned slightly forward of tap No. 2 should have no change of tap pressure due to flap move-
ment. The results of tap No. 3 are not discussed here as the pressure gradient is smaller than at tap
No. 1 and 2 and there are no advantages at that tap position. All in all the linearity of the pm - q
relationship was found to be good.

The next objective was to determine the p - angle-of-attack relationship. Fig. 9 and 10 depict
the respective plota. The flight test conditions Were the same as above. Again the linearity is very goo'.-
At 52 flaps and 11 of angle of attack thers is a discontinuity of the tap pressure which corresponds
to a change of angle of attack of about 1.5 . However as an angle of attack of that magnitude is only
reached in the landing flare, this effect should not limit the use of the tap pressure signal in flight
control systems.

As these flight tests prove the linear relationship between the angle of attack, the flap angle
and the quotient of tap pressure and dynamic pressure, the tap pressure measurement can provide a signal
for flight control systems representing either the angle of attack or the lift coefficient.

The expected good dynamic qualities of the pressure tap signal were confirmed in the flight test.:
Fig. II is a plot of a rapid vertical maneuver resulting In a 0,7 g-load. The maximum difference between
the angle of attack sensor oRef and the tap- pressure- derived signal or is below 2 degrees (refer to
the aRef - cn - plot, fig. 11). The sensitivity of the tap pressure transducer to vertical acceleration
might contri ute to the error. For gust allivation systems a pressure tap sensor (ould be advantageous a.,-..-''"
it senses the higher frequent portion of the horliontal - and vertical gusts /3/.

J-. .d-.. iN :'.JJA-V. &.L.II3:-: - .-..
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One disadvantage of the tap pressure measurement is the sensitivity to the errors of the static
pressure system. Normally the pressure tap signal, that is fed to the flight control system, consists of:

(9) PM Ps - Ptap

q ppltot - Ps

For the conditions of the DO 28 test aircraft at:

2000 ft 1 600 m altitude
100 kts - 50 m/s airspeed and

7 0 angle of attack,

a pressure coefficient of 1.28 will result. A sideslip angle of about 7 will causeoa static pressure
error of -0.5 ob, changing the tap pressure signal to 1.21 which in turn causes a 1 -error in the angle
of attack. Fig. 12 shows the flight test results at sideslip angles for the 0 0 flap setting.

In Fig 0 9 the change of the tap pressure due to engine power changes is shown. The lower curve
for nK = 0 represents abogt 40 % of rated power where as the upper curve corresponds to about 60 % of
rated power causing a 0.5 error of angle of attack. nK is the angle of landing flap deflection.

To give an overall impression about the signal quality of tap pressure measurements, during flight
tests, the tap pressure derived signals are compared with the reference signals in Fig. 13 and 14. In
Fig. 13 the reference signal for the angle of attack was the noseboom-mounted angle of attack sensor.
When taking the data for the higher angle of attack portion, gustiness might have contributed to the higher
dispersion.

For stationary horizontal flights it is possible to compute the lift coefficient c according to

equation (4a) with W* = W. These computed c -values are compared with the tap pressu'e derived c -values
as shown in Fig. 14. The dispersion in the cL-vllues raages in the order of 0.2 providing a useful sibnal
for flight control systems.

CONCLUSION

The flight test data show the usefulness of a pressure tap signal for flight control systems. Select-
ing the proper tap pressure position will greatly influence the success of tap pressure measurements. As
the pressure gradient at 25 %-cord for the tap No. I and 38 %-cord for the tap No. 2 is relatively low,
a high parameter sensitivity results in respect to the tap pressure parameters.

Further examinations should focus on the following points:

- optimum position of the tap
- methods for error compensation
- new pressure sensors (pressure pill)
- redundant sensors
- flight in icing conditions
- transferability of results.
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LOW COST TWO GIMBAL INERTIAL PLATFORM AND ITS SYSTEM INTEGRATION

R.N. PRIESTLEY and .B. TOWLER
FERRANTI DEFENCE SYSTEMS LTD

NAVIGATION SYSTEMS DEPARTMENT
SILVERKNOWES, FERRY ROAD, EDINBURGH EH4 4AD

SUMMARY S
The development of more accurate inertial systems has led to more expensive inertial instruments and complex
electronics. Future navigation systems will require further improvements in accelerometer and gyro design in order
to achieve the required performance. There are however doubts as to whether autonomous inertial systems will be
sufficiently accurate.

An alternative approach is to combine a second sensor with the inertial system to improve performance, for example
doppler velocities or NAVSTAR/GPS positions and velocities. The inertial platform may then be simplified, retaining
high accuracy only in the platform parameters having an impact on the integrated system performance. This
simplification allows lower cost of ownership with an increase in reliability and a medium accuracy reversion
capability. The inertial system computer may be programmed with the integration software so avoiding a seperate
dedicated integration computer with the consequent decrease in reliability.

Introduction

During the last 20 years inertial technology has been developed and applied to resolve the problems of airborne
navigation, both civil and military. During this period there has been a shift from single axis floated gyros, through
two axes dry gyros to laser gyros used in strapdown configurations with parallel and significant improvements in
accelerometers. These developments have been driven by the need to improve accuracy, reliability and lower cost of
ownership. At this stage the civil operators appear satisfied that a triple inertial system meets their requirements in
terms of accuracy and reliability and apparently is cost effective. However, the military user of high performance
fixed wing and rotary wing aircraft have more exacting requirements for position and velocity accuracies to be
achieved in a much more demanding flight profile. Doubt exists whether the desired improvements can be met cost
effectively by the costly design and manufacture of still more accurate gyros and accelerometers. It may be that
more modest inertial system adopted for velocity or position updating by other sensors may offer significant benefits
in accuracy and cost. S
Two Gimbal Inertial System
Salient Features

The Ferranti FIN 1110 (2-GINS) is a single LRU 2-gimbal schuler tuned inertial navigation system. It has been
designed for best performance at lowest cost for operation in any vehicle not required to perform complete rolls or
loops directly through the vertical. It is capable of manoeuvre up to and ten degrees past the vertical and is suitable
for operation in the most agile helicopters and in most non-combat and transport aircraft.

Costs have been reduced largely by accepting the one constraint of limited freedom in F;. h and Roll. This, together
with the adoption of strapdown operation in Azimuth, has allowed the use of only two gimbals instead of foir.
Further savings have been effected by employing unique design techniques to combine the functions of gimbal drive
motor and angular sensor into one unit.

The isolation of the instrument platform from pitch and roll rates allows the use of a high quality two axis

"Oscillogyro" DTG for the two vertical channels.

A very high standard of performance is maintained by fitting three high grade FA2 accelerometers to match the
Oscillogyro accuracy. For strapdown operation in the azimuth channel a GGI I I I floated rate gyro provides good
performance at low cost.

The use of the Oscillogyro in the two vertical channels enables the 2-GINS to determine initial True North withi-
±0.1 degree.

Since the instrument platform is maintained stable in the horizontal plane the full performance of the F2
accelerometers is available for the navigation calculations with no degradation due to coupled components of the
Earth's gravitational field.

Reliability is increased not only by the reduction of 2 gimbals but also by the restltant reduction in the ..ir.ber if
servo amplifiers and their associated electronics. The smaller platform assemnbly is miore rugged and the use of t.,,
instead of sliprings gives a further gain in de-pendability.

Although possessing a useful pure IN capahility the 2-GINS is primarily intndc . to be ksed in "mixed" system.s i-
which the inherent advantages of an inertially has-d device in terms of accurote gyrocompass alignment, headhni, ,n'i
attitude are combined with accurate velo(ity or position derived from soire ,ther devi es or posi tiuning sytm' 1

The mixing between the two (or more) uontributing systems is accomplished 'ithui the ?-GINS using the Kdl';1r
filter in(o rporated in the 2-GINS computer software.

- -...- -4~ t I.A.I .N JVi NhJI, M.4 gItl.)tl dill "-:':
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Suitable contributory inputs to the Kalman filter can be derived from the tollowing sources:

(a) Doppler - Velocity
() Navstar - Position
(c) Tacan - Position
(d) Omega - Position
e) Tercom - Position

() Air Data system - Velocity
(g) Vehicle Odometer - Velocity

For helicopter operations Doppler velocity is by far the most important source at the present time, although GPS
position may become significant in the future.

A Doppler/2-GINS mix offers the following advantages:

- enhanced heading accuracy matches Doppler velocity accuracies
- elimination of magnetic compass vagaries
- rapid alignment techniques allow take off reaction time as low as 30 secs (alignment completed in the air)
- in-air alignment can give full performance accuracies
- ship borne operations with full performance accuracies

In addition to these advantages over Doppler/Flux Valve or pure IN system the 2-GINS has a sufficiently good pure IN
performance of its own to allow the Doppler to be used in a "burst-aided" mode wherein it is switched on at intervals
in short bursts to provide corrective inputs to the Kalman filter. This mode has obvious advantages in sensitive
situations requiring minimum radio or radar transmissions.

Integration with Doppler Radar

The FIN I 110 is a medium accuracy inertial navigation system which is capable of accurate gyrocompassing. Doppler
radar provides accurate velocities but with significant short term noise. However accurate azimuth is required for
navigation which may only be provided by an inertial system. The good long term performance of doppler radar is . .
common to most radio navigation systems which have noisy short term outputs. This noise approximates to a gaussian
random variable and so the doppler and inertial data may be combined in a Kalman filter.

The FIN I 110 Kalman filter estimates the long term errors in the inertial instruments such as platform tilts or
misalignments and gyro drifts. The filter also estimates scale factor and beam miualignment errors in the doppler
radar. The short term noise in the doppler outputs is also effectively filtered.

The FIN 1110 filter estimates 13 inertial system error parameters and two doppler radar errors. The filter software
is combined with the normal navigation calculations and is iterated at 7 - 8 seconds. Since the filter is estimating
slowly changing errors this iteration rate is easily adequate. The total program size of the filter is 13 Kbytes atid
2.5 Kbytes of random access memory is used. The filter operates open-loop only correcting the FIN 1110 outputs.
However after long periods and during initial flight after a poor alignment the errors in the FIN I 110 may increase t
large values. In this case the filter outputs will be used to periodically rapidly re-level the inertial platform. This
technique has been proven on other Ferranti systems and eliminates many potential problems associated with
continuous correction of the platform errors.

The continuous estimation process in the Kalman filter allows a poor initial alignment of the FIN 1110 with the
alignment being completed after take-off.

Modes of Operation in Helicopters

There are two distinct environments to be considered - landbased and shipborne. Of these two it is the shipborne
application that poses the more significant problems.

Shipborne Operation
Alignment

The alignment of an aircraft pure INS on board a ship is usually executed by employing techniques which "transfer"
the alignment of the ships SINS or a dedicated transfer INS platform to the aircraft INS. This method is not cost
effective for helicopter operations and is unsuitable for most ships other than large carriers.

The advantage of a mixed IN system such as Doppler/IN is that the alignnent on board the ship need not be a very
high quality. As soon as the helicopter is airborne and the doppler inputs become valid the Kalman filter begins the
task of estimating the system errors and refining the alignment. Even so it is still nor essary to perform an intl
on-deck alignment.

The problem (l obtaining the best quality intial alignment before take-off is simply onie of fimding or inserting a hest
estimate of true heading arid of determining platforn horizontal as accurately is posiile whilst subjected 1- r. ,
ships motion in terms of pitch, roll, yaw, heave, sway and surge. In this environiment the unique 2-gimbal
construction of the FIN 1110 2-GINS has an advantage over a full strapdown system is the sensor instruments are
maintained physi(,illy horizontal and are isolated from the effects of pitch and ril i.e. fron the two Most severe
param t'ters of s ip's motion. It is therelore possible for the 0)Sr llogyro to atte pti t ,ii ( t gyro( oritpassing operatr i.i-
to define the axis of the earths deg/hr rotation rate without this being obstiured by Il, i j'se' rates of ship's roll and
nitch. However the penalty attached to this operatiir is that the alignment tirmo, In.mnt has to be incredsed to a

value at which the alignment process is relatively kinafh.ted by ship's mot wn. lI om-rat i nal iisage this usual!v
restllts in alt uilta (eptahly long on-deck alignm tnl time. IFast shipsmrrne aligr iims'iir im ii ,I, -hieved by slaving t
2-(INS heading to the magnetic cormipass and p,-rfornring ai simple on-deck lerilh i il pi ivilure. Alt houhI ti'
mrragrmetri cotrrpass iformoation cur, he very nrrurir,i te on-rfeck it irmiprove% irrremiat'y liv elrlir.rrpter has lifted off. -
At tire same tine the doppler velocities heco.. v.r. w ih d tire fine levelling can fir co,,+.r'd,, within a few Minutes If

A J d 1. ' .'- W YN U J ̂  u 1 ,% + W k':.] I
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take-off. As soon as the pilot is satisfied with his attitude and magnetic heading information he can switch into the
Doppler/IN/Filter self gyrocompassing navigation mode. Figure I indicates typical Airborne alignment times.

In the intervening period between take off and the time when specified performance is achieved there will inevitably
be a build up of position error. This error will be inversely proportional to the quality of the initial alignment and to
the speed of operation of the Kalman filter.

Operational Modes
"NORMAL" Navigation Mode

This is a doppler/IN mode performing dead reckoning navigation using the refined doppler velocities and IN heading
available from the Kalman filter. Accurate attitude and true heading are available for output to other aircraft
systems.

The doppler radar may be operated continuously or in a "burst-aided" mode (8AM) with a duty cycle as low as I to 10.

Reversionary "pure-inertia" Made

At times when the doppler signal is absent or becomes "invalid" the navigation process is continued with the 2-GINS
operating as a pure inertial navigator.

The performance accuracies in this mode are very much dependent on the degree of refinement of the error
estimates in the Kalman filter at the time of switch over. If the Kalman filter has converged to its steady state
limits then a position performance of in the order of I nm for the first hour can be expected.

"FAST-ERECT AHRS" Mode

Fast erection can be performed on the ground or on board ship and also in the air during static hover or straight
unaccelerated flight.

One of the advantageous aspects of Oscillogyro performance is that it enables the design of a very fast capture and
alignment loop typically less than 30 seconds.

In this fast erection mode the 2-GINS has its azimuth output slaved to magnetic compass heading and is only required
to level its platform to the horizontal to provide for attitude outputs. After erection the system can be switched into
an AHRS mode or into the NORMAL doppler/IN filter mode or into a Schuler tuned "AHRS" mode which allows the
aircraft freedom for normal manoeuvre. In the AHRS mode heading remains slaved to magnetic compass (plus
variation).

Landased Operation

This is really a simplified case of shipborne operation with the one difference that the normal alignment method will
be 5 min gyro-compassing with automatic transition to doppler/IN filter operation after wheels off and at the
appearance of a doppler valid signal. Typical alignment time is indicated at figure 2.

Land-Sea Switching

Doppler radar produces different results over water from those experienced over land. Over water the doppler
suffers a scale factor error which is predictable and a bias error caused by surface water movement which is
unpredictable. In addition to these errors it is found that the doppler signal noise characteristics are also changed.

In most doppler radar navigation systems a manual Land/Sea switch is provided to enable scale factor error
compensation to be effected at the Land/Sea interfaces.

With a Doppler/Flux Valve navigation system any delay in implementing the Land/Sea switching will result n a-
position error proportional to the change in scale factor x velocity x time delay in effecting the Land/Sea switch.

-' .... There are no other effects.

In an integrated Doppler/Kalman filter/INS system an unswitched Land/Sea crossing will introduce a sudden velocity
error into the Kalman filter which it will interpret as a step change in esirntated azimuth error. Unless this situation
is quickly corrected by the proper use of Land/Sea switch the Kalman filter state estimates will suffer a significant
disturbance which will take several minutes to decay. Computer simulations nf this phenomenon indicate that thw
disturbance can result in considerable position errors.

The Ferranti 2-GINS continuously monitors the difference between the raw doppler velocity data and the inertially ...

smoothed outputs of velocity from the Kalman filter. Any sudden velocity error such as that caused by a Land/Sea
crossing is detected. A flagged warning is then presented to the pilot, the Kalmnan filter state elements are fro,'( i
and the navigation system automatically put into the free inertial mode. To return to normal Dopp-ler/IN navigation
the pilot Must negate the flag either by implementing the appropriate Land/Sea switching or else overriding t'-
warning flap.

Figuire 3 gives an indication of the expected relitionship between heading error and the error in Doppler velocity.

FIN I I IO/lloppler System Accuracies

The i iti-il alipnrrnert of the FIN I I 0 is 0. 15* r.rn.%. within 2 - 5 mintltes of sw ith-on. Operating in a continually gvr,,
corimssing, mode it accepts tire filtered vein. ity of Ihe doppler, ad the a' ( (jra y of the heading duriing fight I1
ltiar ,,or of the a~crirar y of the doppler velority ;is indicated iII Figure 3.

h- ( nornvergetife of tihe filter and, hen, e, navigatlion a(-iracy, depends (rt time, fliglht profile, quality of the ,r. I..

ilII') .....I and quility of the aiding Ilrptit. It i. irnpossihlh to accurately 'im-(ify thew pt, lorrar t. lt every si-..i ,.

-- .-:- ::
0 -. , .. . . . . .........
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in this paper. Simulation software describes the performance of the FIN 110 equipment given a flight profile and
aiding input. This software may be run to evaluate the FIN £110 against specific requirements and plots made
available, showing azimuth position and velocity accuracies for given situations. Figures 4.1 - 4.6 illustrate a typical
flight profile al a tactical helicopter and indicate expected accuracies of north and east velocities, azimuth, dopplerI : along track scale vector error and doppler misalignment angle.

The convergence time of the Kalman Filter is a function of the availability and quality of the Doppler or GPS
information but is typically 30 minutes for full convergence.

Loss of Doppler or GPS information shall cause the FIN 110 system to revert to a pure inertial NAV mode. The
secondary navigation performance shall range from I nm/hr r.m.s. to the autonomous performance level of 6 nm in I
hour depending on the convergence of the FIN I 110 Kalman Filter.

Illustrations 5 A/B illustrate flight accuracies achieved on a complex route (typical of tactical helicopter) using a
Decca 17 hyperbolic chain with a one sigma accuracy of 200 metres as the datum reference, This datum is not really
sufficiently accurate for the purpose, but indicates an overall accuracy of the IN/doppler system significantly better
than I nautical mile. It is notworthy that this accuracy is maintained over the whole 90 minute flight.

FIN I110 with NAVSTAR/GPS

In situations where doppler combined with the FIN 1110 is not adequate NAVSTAR/GPS is likely to be a more
accurate alternative.

The NAVSTAR/GPS satellite navigation system provides high accuracy position and velocity to any receiver with
access to the high accuracy 'P' code. The NAVSTAR receiver outputs may be combined with the inertial data in the

* FIN 110 Kalman filter. The filter may accept position and velocities in geographic axes or the range and range rate
to each satellite. This information is processed to form low noise high accuracy position and velocity and estimates - "
of the FIN I 10 azimuth error and gyro drifts. Figure 6 indicates a possible System Configuration.

The FIN 1110 may provide velocities in geographic axes in order to aid the NAVSTAR receiver tracking loops. The
bandwidths of the tracking loops may then be reduced increasing the anti-jam performance. The Kalman filter will
predict the errors in the FIN 1110 allowing high accuracy navigation when the receiver is jammed or loses signals due " .
to aerial shadowing. This error prediction also results in faster re-acquisition of the NAVSTAR signal.

The NAVSTAR receiver expects the velocity aiding in geographic axes. Extensive simulation has shown that small
inertial system azimuth errors may result in large aiding errors during manoeuvers. The continuous gyro-compassing
of the FIN 1110 aided by NAVSTAR position and velocity should minimise this effect.

The use of NAVSTAR allows rapid initial gyrocompassing. Initial platform levelling may be completed in 30 seconds
and with a magnetic input to provide an initial azimuth the FIN 1110 may become airborne. The correct azimuth
would then be determined during flight. The Kalman filter will automatically remove the accumulated position error
caused by the poor initial azimuth value.

Conclusions

Pure inertial systems, no matter how accurate suffer from decrease in accuracy with time and must therefore be
bounded by some other sensor where very high position and velocity accuracies are required.

Doppler by virtue of good long term velocity combines well with relatively low grade inertial. At the present time,
and at todays costs, it would appear that a doppler-inertial mixed system such as has been described offers a
significantly cheaper and more accurate solution to navigation and weapon aiming than pure inertial with good t
reversionary capability. However, Doppler is a radiating sensor and continuous emission is not desirable in the
military environment. Reduction of Tx power and burst aiding of inertial may be acceptable.

When GPS becomes fully operational in 1988/89 integration with a low cost inertial sensor promises h igh position
accuracy, accurate attitude and velocity information for enhanced weapon delivery under all conditions of battlefield

-~ jamming environment, all at an affordable cost.
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ILLUSTRATION I

Ferranti FIN I1110 Two Gimbal Inertial Navigation System
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COST-EFFECTIVE MISSILE GUIDANCE THROUGH DISTRIBUTED ARCHITECTURE
AND STANDARD PROCESSORS

by

H Oloerud

a.s Xongsberg Vaapenfabrikk
P.O. Box 25, 13601 Kongsberg

k Norway

SUMMARY

a,)'.'b

-* The development of the Penguin MK3 missile wasn initiated by the Royal Norwegian Air
Force as a modern stand-off weapon for the F-16 aircrafts. The guidance and control
system of this missile is built upon the most modern principles using all digital
electronics with distributed computational power. The system is separated in 6 main
functions, each with its own powerful processor. High performance is achieved through
the use of latest generation standard microprocessors and connected together by a high
capacity data bus. Some of the results obtained from this development are described in
this paper.

1 INTRODUCTION

The paper describes the guidance and control functions of the Penguin NK3 missile. This
missile is an airlaunched version of the norwegian Penguin anti-ship missile. Tt is
being developed for the Royal Norwegian Air Force for use with their F-16 aircrafts.

Figure 1 illustrates the exterior and interior of the missile. The target seeker is
based on infrared detection. The control unit is all digital and contains the auto-
pilot, trajectory generation and other functions. The inertial navigation platform is a
semi strap-down platform (stabilized in roll axis) using two-axes dry tuned gyros. The
platform provides 3-dimensional navigation and angular information. Missile flight con-
trol is provided by two pairs of canards actuated by a cold-gas powered hydraulic
servo. The airframe is roll stabilized by electrically powered aileron actuators.

The operational requirements call for a missile to be launcrhed from both high and low
altitudes. It must be able to fly over terrain (mountains) and at a very low midcourse
altitude. The target seeker concept also requires an airframe with high manceuverabil-
ity. Z

Further the missile shall navigate along a specific trajectory and fly through (turn
at) a predefined waypoint. Figure 2 presents an example of attack sequence using the
radar mode. (Other modes are available).

To fulfill all these requirements it becomes necessary to have guidance and control
functions with high performance.

2 DISTRIBUTED ARCHITECTURE -

Parly in the development program it was decided to distribute the digital guidance and
control system into several independent functions with their own data processing capa1-
bility. There were two main reasons for this:

eThe data processing had to be split among several pronennvors, since no known tiinrlTh
micro-processor had the capability to do all processing reded.

e Development work could be done in parallel on independ.-nt f'n.t-nn. Specifiontiro-
were established for each function and they were designed and tested separat'?1y,
which contributed to shorter development time.

The complete guidance and control system is divided in fivo main functions plis 'I
metry function for the test missiles. Figure 3 shows a blonk schematic of the functinol
and how they are distributed. The funciotfl are:

Adapter. This In located In a npearate unit between then m Isosile an d the atrrif't
py i-n7Tt interfaces the missile to the aircraft evionien multiplex bus and discrr~t"

signal line@. The function controls start-up and laiunph noquenes. It also initint.'I
an automatic tent of the missile snd keepn a tent rheult ,oord for aintenitnee Aur *

poses.
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0 eControl Function. This function contains the missile autopilot and produces guidance
commands to the canard and aileron actuators. These commands are control surface pos-
ition commands. To give the missile good stability in flight, the actuators have a
small signal bandwith of approximately 30 Hz. Also to ensure adequate stability a
high update rate of 200 Hz was chosen for the inner guidance loop computations.
(Missile angular position and guidance commands). The outer guidance loop computes
the correct trajectory, and deviations from it, on the basis of position data from
the Navigation function and the altimeter.

Many of the autopilot algorithms are made adaptive with respect to flight altitude to
account for variations in aerodynamic forces acting on the missile. Quick guidance
response and good stability margins have been achieved.

The Control function also initiates various other actions during missile flight, e.g
motor ignition, altimeter transmission, seeker activation etc.

* Naviation Function (IN3). The Penguin weapon operational concept requries a precise
navigation function to ensure good target selection capability and a high hit
probability even in confined coastal waters. The heart of this function is the -

intertial navigation platform (IMU). This is a 3-axes semi strap-down platform with
stabilized roll axis. As output from the navigation processor the function provides
body angles, position and velocity data.

•Ali .nt nu4tion. To provide the required navigation accuracy this platform must be
a T edwi errors down in the milliradian range, velocity initialisation must be
better than I meter per second. Also excessive bias and scale factor errors of the
gyros and accelerometers must be measured and corrected for. The only way to fulfill
the above requirements on a fighter aircraft is to perform a transfer alignment with
the aircraft INS as the reference. This means to compare the data from the aircraft
INS and the data from the missile INS and then filter out the mtsile INS errors based
on differences in data. The most convenient data to compare in this respect are
velocity and angular data and this is done in the Alignment function. The Alignment
function is implemented in a microprocessor located in the missile adapter as an 18
state Kalman filter using 3 velocity and 1 angulare measurement (azimuth) as input.
Figure 4 shows a block schematic of the alignment filter structure. The RELATIVE
MOTION COMPENSATION block in the figure compensates for missile offset relative to
the aircraft INS location when aircraft rotation occurs.
Figure 5 shows a typical filter response presented as the standard deviation (milli-
radians) of the angular error estimates as a function of time (seconds). The pitch
(PI) and roll (RO) deviations are quickly reduced from initial values of 8 mrad to
approximately 1 mrad. However, the azimuth (AZ) deviation is significally reduced
when the aircraft performs a horizontal manoeuver (3 g) which occurs after 60 seconds
in the example shown.

e Target seeker. The seeker is based on the principle of infrared defection. It con-
tais advanced signal processing to give the missile high countermeasure resistance.
Further several seeker modes are available. The seeker provides target position data
to the autopilot.

e Telemetry Function. The test missiles are provided with a telemetry function. This
function gather all data flowing between the functions, and transmit them for flight
test purposes.

All these functions are tied together with the missile data bus. This is an 8 bit
parallel (bytewide) data bus with high data transfer capacity. Once normal data
transfer mode is entered the bus uses no bus master. But data transfer is synchron-
ized by a specific synch message from one of the bus terminals. The synch message is
transmitted at a fixed frequency of 200 hertz. The various bus terminals may transmit
messages on the bus in predetermined time slots relative to The synch message.

The bus is designed to have a maximum capacity of 500 kilo-byte per second, the cape-
city used in the missile today is 100 kilo-byte per second.

Data is transferred as messages of 4 to 50 byte length. 3 byte are used for identi-
fication and check.

The bus is tailored to the missile internal use and a mnximsm of ri separate terminals
may send messages on it. In addition other terminals may be listeners on the bus rl'
Lis the Telemetry function. Depending on the nature of the gubsyoten (function) both

dedicated terminal processor or circuits connected directly to the function's man
processor is used as bus terminal.

3 STANDARD PROCESSORS

Each of the main functions mentioned above has Its own pow(,rful micro-processor. The
tasks to be solved in each of these processors are nuh that only the most powerful
16/32 bit micro-processors available can do the job. Tho nt, ndard processor for the,.
functione was selected in mid I9'?)9. At that timer v'ry f-!w alt,rnntiv,.n existed.

4I..ii
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The development program could not sponsor development of an own micro-processor. On the
contrary it was important to select an established (or to become an) industry standard
powerful micro-processor. This was important to keep costs down and be able to take
advantage of the general technology development. The following is a list of other
required characteristics reviewed before the final selection was made:

* Have second source.

9 Available in military temperature range and quality. .

* Have powerful support curcuits.

* Also available in standard computer modules to be used in test and support equipment.
This gives maximum standardization in software development.

* Support efficient use of high order language.

* Have powerful multi-user development support system. •

Finally we found that the Motorola MC 68000 micro-processor satisfied our requirements
and it was selected as the standard processor for the Penguin MK3 missile. It is used
in all the functions described in chapter 2.

It was early decided to write as much as possible of the software in a high order lang-
uage (HOL). The languages PASCAL and "C" were tested to find which was the most suit-
able for this purpose. From the compilers available at that time it was found that "C"
gave by far the most efficient program code. The HOL "C" has therefore been chosen as
the standard language. Although "C" is an efficient language it has been necessary to
write a number of time-critical subroutines in assembly language, so a mix between "C"
and assembly has been the result.

Standard computer modules with the same micro-processor have been very useful in test
equipment. A dedicated bus monitor that can monitor and save data flowing on the mis-
sile data bus has been developed and is an example in this area.

4 RESULTS

The use of standard micro-processors and common solutions for various processor funct-
ions have helped to keep the time schedule in the development program. As a result the
first live Penguin MK3 was fired almost exactly on the date planned more than 3 years
earlier.

The results from this firing were very encouraging. The missile separated well, and -
navigated the trajectory as planned. Figure 6 and ' are extracts from data collected
from the first firing. Figure 6 indicates the guidance accuracy in altitude and figure
7 the missile pitch angle. Both figures indicate a missile guidance with good precision
and stability.

The distributed architecture has made it easier to test the software of the individual
functions. The total amount of missile software (approximately 200 kilobyte) have in
this way been divided and structured and hence is easier to maintain. The various
function's software could be tailored to the requirements of that particular function.

We were very early user of the MC 68000 micro-processor. That created some problems-
about availability of circuits, inadequate documentation and development support system
malfunctions. Especially in the area of powerful support-circuits promises seldom camp
true. On the other hand the 68000 product family has really become the industry
standard we expected.

5 CONCLUSION

It has been a successful approach to separate the system in oelfcontained functions and
have them developed in parallel.

Integration of these functions into a high performance cuidanco and control system has
been done with few problems.

Growth potential is assured by the use of industry standard components from a family
that is continually expanding with more powerful circuits.

The guidance and control system of the Penguin MK3 minsti is probably not a truly low
cost , ystem. But high performance at moderate cost is achieved by the use of the
distributed architecture and standard processors as described in this paper.

As a final remark and a trend example, it is worth mpntioninp that one Penguin MK3
missile with its adapter probably has more commputing powor than all computers in the
P-16A topother.
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Figure 1 Outline drawing of the Penguin 3 missile D
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Figure 5 Example of alignment filter response presented as standard deviation of angular error estimates
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